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End-to-End Slicing With Optimized Communication
and Computing Resource Allocation in

Multi-Tenant 5G Systems
Hsu-Tung Chien , Ying-Dar Lin , Fellow, IEEE, Chia-Lin Lai, and Chien-Ting Wang

Abstract—Slicing is a key technology in 5G networks to provide
scalability and flexibility in allocating computing and communi-
cation resources among multiple tenants. Typically, 5G networks
have a 2-tier architecture consisting of a central office and transport
network in the upper tier and a multi-access edge and radio access
network in the lower tier. The tenants which share the 2-tier archi-
tecture typically have different service-dependent resource require-
ments. This study proposes an algorithm, designated as Upper-
tier First with Latency-bounded Over-provisioning Prevention
(UFLOP), to adjust the capacity and traffic allocation in such a way
as to minimize the “over-provisioning ratio” while still satisfying
the latency constraints and Service Level Agreements (SLAs) of the
tenants. The performance of UFLOP is evaluated experimentally
with a real testbed on an end-to-end slicing framework using three
typical 5G services, namely Enhanced Mobile Broadband (eMBB),
Ultra-Reliable Low Latency (URLLC), and massive Machine Type
Connection (mMTC). It is shown that UFLOP successfully deter-
mines the critical traffic allocation ratio between the central office
and the edge which achieves an over-provisioning ratio close to zero
while still meeting the latency requirements. The results suggest
optimal resource allocation ratios of 10:0, 1.5:8.5 and 7.8:2.2 for
the eMBB, URLLC and mMTC applications, respectively. Fur-
thermore, it is shown that the computing resource behaves as a
bottleneck for the eMBB and mMTC services, while the communi-
cation resource serves as a bottleneck for the URLLC service.

Index Terms—Radio Access Network (RAN), Multi-access Edge
Computing (MEC), slicing, computing resource, communication
resource, virtualization, optimization.

I. INTRODUCTION

FOR infrastructure owners and service providers in multi-
tenant 5G networks [1], slicing technology [2] provides an
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essential tool for meeting the diverse deployment requirements
of the different tenants. Among the various service types de-
ployed by 5G tenants, Enhanced Mobile Broadband (eMBB)
[3], Ultra-Reliable Low Latency (URLLC) [4], and massive
Machine Type Connection (mMTC) [5] are among the most
common. eMBB services usually require high bandwidth and
a large computational power, and may have either a tight or
loose End-to-End (E2E) latency constraint, depending on the
particular service involved, e.g., video streaming, Augmented
Reality (AR), or Virtual Reality (VR). By contrast, URLLC
services, such as Vehicle-to-everything (V2X), demand high
reliability connections with E2E latency constraints as tight
as 1 ms [4], [6]. Finally, mMTC services (e.g., Internet of
Things (IoT) gateways) involve a sudden and massive burst of
connections, and typically have a loose latency constraint (e.g.,
larger than 50 ms to a second). In multi-tenant 5G networks, it
is frequently necessary to support these different service types
at the same time. As a result, some form of resource isolation
mechanism is required to ensure that a sufficient amount of
resource is retained for each service. Furthermore, an efficient
means of allocating the isolated resources in the 5G network
in such a way as to guarantee the Quality of Service (QoS)
requirements of the tenants is also required.

The resource isolation problem is generally solved by slicing;
a technology which virtualizes the physical resources of the net-
work and then partitions these resources into isolated instances,
such as virtual machines and containers, for service deployment.
In a previous study [7], the present group proposed a Joint Edge
and Central Resource Slicer (JECRS) mechanism for slicing
the network and computing resources in 2-tier 5G architectures
consisting of a central office and a transport network in the upper
tier and a Radio Access Network (RAN) [8] and multi-access
mobile edge (MEC) [9], [10] in the lower tier. The experimental
results showed that the slicing isolation effect ratio was equal to
1; indicating that the slices were independent of one another.

Since the resources at the edge are typically much rarer than
those at the central office, the user traffic should ideally be routed
to the central office for processing (providing that the latency
constraint allows). In [7], the present group examined the latency
requirement stuffocation ratio of three major 5G services types
and their representative applications for various fixed configured
ratios of the resource allocation distribution between the edge
and central office. The results suggest a Central to Edge resource

0018-9545 © 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: National Chiao Tung Univ.. Downloaded on April 03,2020 at 09:30:34 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0002-0074-9770
https://orcid.org/0000-0002-5226-4396
mailto:hsutung@cs.nctu.edu.tw
mailto:ydlin@cs.nctu.edu.tw
mailto:chia-linlai@itri.org.tw
mailto:ctwang@cs.nctu.edu.tw


2080 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 69, NO. 2, FEBRUARY 2020

allocation ratio of 9:1, 3:7, and 1:9 for the eMBB, URLLC,
mMTC applications respectively.

However, given the use of a fixed configuration ratio, the
network resources may be over provisioned for some services.
In other words, the measured E2E latency may be lower than
that actually required by the service. In practice, 5G networks
have only limited resources, and hence the allocation of the
resources must be optimized in some way as to prevent this over-
provisioning scenario. The authors in [11] presented an algo-
rithm for minimizing the service delay through virtual machine
(VM) migration and transmission power control. Meanwhile,
the authors in [12] proposed a dynamic latency and reliability-
aware policy for task computation, task offloading, and resource
allocation between the user equipment (UE) and the MEC.
The authors in [13] developed a network resource optimization
mechanism for both the transport network and the RAN. How-
ever, the proposed mechanism did not consider the E2E delay
and latency constraints. Moreover, the study in [12] focused only
on the problem of UE side offloading, while that in [13] did
not consider the problem of allocating the computing resources.
The authors in [14] considered the full resource optimization
problem from the RAN to the cloud. However, the key issue dis-
cussed in [14] differs from that considered in the present study.
Moreover, the mechanisms in [11]–[14] were demonstrated only
numerically. In other words, experimental emulations were not
performed.

Accordingly, the present study paper proposes an algorithm,
designated as Upper-tier First with Latency-bounded Over-
provisioning Prevention (UFLOP), which aims to prevent the
over-provisioning of the computing and network resources
within a two 2-tier 5G network. In designing the algorithm,
reference is made to the measured statistics of typical real-world
5G services, including the network propagation delay of the
RAN and transport network, the computing power of the pure
instances in the edge and central office, the basal delay of differ-
ent services, and the processing delay tendency of 5G services as
the volume of incoming traffic increases. Four different models
are formulated, namely 1) central office only: all of the traffic
is handled by the central office layer; 2) edge only: all of the
traffic is handled by the edge layer; 3) central office and edge
parallel: the traffic is separated directly between the edge and
the central office in accordance with the resource allocation ratio
calculated by UFLOP; and 4) central office and edge sequential:
all of the traffic goes to the edge first and some of the traffic is
then re-routed to the central office. The feasibility of UFLOP
is demonstrated experimentally on the 2-tier slicing platform
(JECRS) proposed by the present group in [7].

The remainder of this paper is organized as follows. Section II
provides the background and related work. Sections III and IV
formulate the system model and describe the detailed operation
of the proposed framework. Section V presents and discusses the
experimental results for three typical 5G service types (eMBB,
URLLC and mMTC). Finally, Section VI provides some brief
concluding remarks and indicates the potential direction of
future research.

Fig. 1. E2E slicing concept [7].

II. BACKGROUND AND RELATED WORK

This section presents the background to the main issues
involved in the 5G resource isolation and allocation problem
considered in the present study, including MEC technology, E2E
slicing, Network Functions Virtualization (NFV) [15], Manage-
ment and Network Orchestration (MANO) [16], 2-tier slicing
architecture implementation, and JECRS [7].

A. MEC Technology and Concept of E2E Slice

Some 5G services (e.g., eMBB and URLLC) require low or
ultra-low latency. To meet this requirement, ETSI [9] and 3GPP
[10] have prescribed MEC as a key enabling technology for
future 5G networks. In the MEC architecture, the network edge
serves as a cloud computing platform to run services such that the
services are physically closer to the users than in conventional
cloud systems. As a result, both the service latency and the com-
putational load on the central office are significantly reduced.

As described in Section I, 5G networks have a 2-tier architec-
ture consisting of a central office, transport network, mobile edge
and RAN. As shown in Fig. 1, such networks typically employ
an E2E slicing mechanism to set up self-contained slices for
each operator containing all the resources they require to run
their particular services.

B. NFV MANO Architecture

One of the most fundamental technologies for implement-
ing E2E slicing is NFV MANO [16]. As shown in Fig. 2,
NFV MANO consists of three functional blocks, namely the
NFV Orchestrator (NFVO), the Virtual Network Function Man-
ager (VNFM) [17], and the Virtualized Infrastructure Manager
(VIM). The NFVO communicates with the VNFM to monitor
the status of the VIM, which controls the shared physical infras-
tructure. The NFVO additionally issues commands for service
deployments depending on the availability of the resources
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Fig. 2. NFV MANO architecture [15].

Fig. 3. 2-tier slicing architecture implementation with open source tools [7].

reported by the VNFM. Moreover, the VNFM records the status
and maintains the lifecycle of the deployed Virtual Network
Functions (VNFs). Finally, the VIM maintains the mapping of
the shared logical resources of the NFV Infrastructure (NFVI)
to the shared physical infrastructure. Overall, the NFV MANO
framework provides network operators with the means to orches-
trate the VNFs, arrange the functions in the network nodes into
building blocks that can be connected, or chained together, to
create services, and maintain the shared physical infrastructure.

C. 2-Tier Slicing Architecture Implementation and Joint Edge
and Central Resource Slicer (JECRS)

Fig. 3 shows the 2-tier slicing architecture implemented by the
present group in [7]. In constructing the physical testbed for the
MANO architecture described in the previous section, the NFVO
was implemented using Tacker [18], while the VIMs in the
upper and lower tiers of the architecture were implemented using

Fig. 4. JECRS framework [7].

OpenStack [19]. The south-bound communications between the
NFVO and OpenStack were handled using heat agents. In addi-
tion, the computing and network resources were controlled using
NOVA [20] and Neutron [21]. E2E slicing was performed using a
Software-defined Networking (SDN) controller (OpenDaylight
[22]) to manage the network resources with the assistance of
Neutron. OpenDaylight was used to manage the inter-transport
network between the two tiers of the 5G network and the intra-
networks in the central office and mobile edge, respectively,
using Open vSwitch (OVS) [23]. OpenDaylight additionally
cooperated with a RAN proxy (RANP) [24] to control the RAN.
Finally, the north-bound communications between Tacker and
the JECRS framework were handled using TOSCA (Topology
and Orchestration Specification for Cloud Applications) [25].

As shown in Fig. 4, the JECRS framework comprises five
main elements, namely an Operations, Administration and
Maintenance (OAM) portal, a resource coordinator, a template
database, a configuration file maker, and an infrastructure or-
chestrator communicator. The OAM portal further comprises a
slice management module to enable the tenants to monitor the
status of their slices/services and perform create/delete/modify
tasks as required, and a user requirement translator module to
enable the tenants to specify the particular capability require-
ments of their services (e.g., latency constraint and number of
users). Having specified these requirements, the user require-
ment translator searches for an appropriate baseline configura-
tion in the template database. The database consists of a set
of default mappings (templates), accumulated from translation
history, which relate the capability requirements of common
5G services to the capacity of the 2-tier architecture. Having
determined an appropriate mapping, the request arbitrator in
the resource coordinator module evaluates whether or not the
request can be accommodated based on an inspection of the
free resource information provided by the infrastructure orches-
trator communicator and the Service-level Agreement (SLA)
of the tenant. If the request is accepted, the resource allocator
in the resource coordinator module determines the resources
to be provided by each tier of the 2-tier infrastructure. The
resource allocation result is then passed to the configuration
file maker, which creates a corresponding Network Service
Descriptor (NSD) [26] with a format dynamically determined by
the infrastructure orchestrator. The NSD is then transferred via
the infrastructure orchestrator communicator to the orchestrator
(e.g., Tacker, OpenMANO [27], or Cloudify [28]). On receipt
of the NSD, the orchestrator sends a command to the VNFM to
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TABLE I
COMPARISON OF PRESENT STUDY WITH RELATED WORKS

deploy the corresponding slice to the tenant such that they can
build their service.

D. Related Work

The performance of the JECRS framework was compared
qualitatively with that of other existing methods in [7]. It was
shown that JECRS was the only mechanism to consider both
server slicing and network slicing with a full 2-tier (i.e., RAN to
central office) sharing of the resources. The results presented in
[7] further proved that full slicing of the two-tier architecture is
needed to properly isolate the computing and network resources
in each tier. Therefore, the present study focuses directly on
the problem of designing a joint resource allocation algorithm
to satisfy the E2E latency requirements of 5G services. It is
noted that several studies relating to latency-aware resource
allocation without slicing have been reported in the literature.
For example, the authors in [11] attempted to minimize the
service delay through VM migration and transmission power
control. Similarly, the authors in [12] proposed a dynamic
latency and reliability-aware policy for task computation, task
offloading, and resource allocation between the user equipment
(UE) and the MEC. However, although the method in [11]
successfully reduced the service delay, the authors did not con-
sider a 2-tier architecture or the joint slicing of the computing
and communication resources. Furthermore, the study in [12]
focused specifically on UE side offloading, which is significantly
different in scope from the problem considered in the present
study. Table I presents a qualitative comparison of the UFLOP
mechanism proposed in the current study with other existing
methods reported in the literature.

The problem of E2E slicing has attracted great interest in the
literature [13], [14]. However, most previous studies focus on
the architecture design and message flow management aspects

Fig. 5. 2-tier slicing architecture with notations.

of the slicing/service deployment. By contrast, very few studies
consider the resource allocation problem. As shown in Table I,
the algorithm in [13] provides a SDN-supported solution for
optimizing the resources of the transport network and RAN
while satisfying the latency constraints of the tenants. However,
the computing resources are not considered. Therefore, the
latency considered in [13] is not the full E2E latency, and there
is thus a risk that the QoS requirements of the tenants may not
be met. The scheme in [14] considers both the communication
resources and the computing resources. However, the scope of
the considered problem is different from that considered in the
present study. In particular, the objective of [14] is to choose a
slice among the existing slices already deployed by the operator
in order to maximize the revenue of the selected slice and meet
the QoS requirements of the deployed 5G services. By contrast,
the present study optimizes the resource allocation, subject to
the E2E latency constraint, in such a way as to prevent resource
over-provisioning. Moreover, the study in [14] provides only a
high-level treatment of the QoS requirements of different 5G
services. Finally, both studies ([13], [14]) evaluate the perfor-
mance of the proposed mechanisms using simulations only. By
contrast, the present study demonstrates the feasibility of the
proposed UFLOP mechanism experimentally using a physical
testbed.

III. SYSTEM MODEL AND PROBLEM FORMULATION

This section presents the system model considered in the
present study and introduces the problem statement. Table II
lists the related notations and their associated meanings.

A. System Model

Fig. 5 illustrates the arrangement of the 2-tier slicing archi-
tecture and user equipment. Note that DC

i,j and DE
i,j denote

the computing delays of the central office (C) and edge (E),
respectively, in processing the j-th request of the i-th tenant.
In addition, DTN2C_DL

i,j and DTN2C_UL
i,j are the network de-

lays of the downlink and uplink between C and the transport
network (TN). Similarly, DE2TN_DL

i,j and DE2TN_UL
i,j are the

network delays of the downlink and uplink between TN and E.
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TABLE II
USED NOTATIONS

Note: R, E, T and C denote RAN, Edge, Transport network and Central
office, respectively, and 0 indicates that slicing is not applied in the
respective layer.

DRN2E_DL
i,j and DRN2E_UL

i,j denote the network delays of the

downlink and uplink between E and RN . DRN2TN_DL
i,j and

DRN2TN_UL
i,j are the network delays of the downlink and uplink

between RN and TN . Finally, DUE2RN_DL
i,j and DUE2RN_UL

i,j

Fig. 6. Overview of slicing problem and associated notations.

are the network delays of the downlink and uplink between RN
and the user equipment (UE).

Fig. 6 illustrates the slicing problem considered in the present
study. Each tenant (Ti) has a particular SLA (SLAi) with the
operator which owns the infrastructure. In particular, SLAi

describes the agreement of the operator to guarantee tenant
Tisufficient resources in each tier to meet its deployment re-
quirements (i.e., SLAC

i , SLATN_UL
i , SLATN_DL

i , SLAE
i ,

SLARN_UL
i , and SLARN_DL

i ). Let the service deployment re-
quests from the i-th tenant be denoted as ri,j , where j is an index
of the individual requests. For request ri,j , SST ri,j

l denotes a
particular slice/service type, where l has a value of 1, 2 or 3 for
the eMBB, URLLC and mMTC service types, respectively. In
addition, V NF ri,j , Dri,j and λri,j denote the deployed VNF,
E2E delay requirement and traffic arrival rate associated with
request ri,j . In implementing the slicing process, the specific
resources required of each tier and the traffic separation ratio
between the upper and lower tiers are determined by JECRS
in accordance with the SLAi and Dri,j constraints, and are
converted into a corresponding Network Service Descriptor
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NSDi,j by the configuration file maker. Referring to Fig. 6, the
specific resources required of each tier are denoted as ReqCi,j ,

ReqTN_UL
i,j , ReqTN_DL

i,j , ReqEi,j , ReqRN_UL
i,j , and ReqRN_DL

i,j ,
respectively. Moreover, the traffic separation ratio is defined as
RC_ri,j : RE_ri,j , where RC_ri,jdenotes the traffic handled by
C and RE_ri,j is the traffic handled by E. If the available free
resources of each tier, denoted as FC

i , FTN_UL
i , FTN_DL

i , FE
i ,

FRN_UL
i , and FRN_DL

i respectively, are sufficient to meet the
corresponding resource requirements, V NF ri,j is deployed to
a slice (denoted as Slicei,l). Otherwise, ri,j is rejected.

B. Problem Statement

The objective of the UFLOP mechanism proposed in the
present study is to allocate the computing and traffic resources
of the 2-tier 5G network in such a way as to minimize the over-
provisioning ratio of the tenant services while still satisfying
the latency constraint and SLA. The problem statement is thus
defined as follows.

Inputs: (1) The 2-tier slice architecture (consisting of a central
office, a transport network, an edge, and a RAN); (2) a user
equipment; (3) multiple requests from the tenants for slices of
a particular service type (SST ri,j

l )on which to deploy services
(ri,j); (4) a VNF to deploy (V NF ri,j); (5) the required E2E
latency constraint (Dri,j); (6) the traffic arrival rate (λri,j) to
be processed by each service depending on the expected number
of served users in a timeslot; and (7) the SLA with each tenant
(SLAi).

Output: (1) The required specific resources of
each tier [ReqCi,j , ReqTN_UL

i,j , ReqTN_DL
i,j , ReqEi,j ,

ReqRN_UL
i,j , ReqRN_DL

i,j ]; and (2) the traffic separation ratio
[RC_ri,j , RE_ri,j ]between the upper and lower tiers of the 5G
network.

Objective: Minimize RP
i,j =

Dri,j

DCal
i,j

− 1, where Dri,j

DCal
i,j

≥ 1.

Note that RP
i,j > 0 indicates that excessive resources are allo-

cated to the service, while RP
i,j = 0 indicates that the resources

are just sufficient ri,j perfectly.
Constraints: The required specific resources of each

tier for each tenant must not exceed the corresponding
SLA. In other words,

∑
ReqCi,j ≤ SLAC

i ,
∑

TTN_UL
i,j ≤

SLATN_UL
i ,

∑
TTN_DL
i,j ≤ SLATN_DL

i ,
∑

ReqEi,j ≤ SLAE
i ,

∑
TRN_UL
i,j ≤ SLARN_UL

i , and
∑

TRN_DL
i,j ≤ SLARN_DL

i .
Furthermore, the calculated E2E latency for each tenant must
satisfy the respective latency constraint, that is Dri,j

DCal
i,j

≥ 1.

IV. UPPER-TIER FIRST WITH LATENCY-BOUNDED

OVER-PROVISIONING PREVENTION (UFLOP)

As shown in Fig. 7, UFLOP employs a two-step process
to (1) determine the total resource requirements of the tenant
request, and (2) allocate the resources in such a way as to
meet the objective and constraints defined above. In order to
achieve this two-step process, UFLOP must probe the required
resource of the services to be deployed based on the served traffic
and evaluate the latency such that it can properly estimate the
traffic and perform resource allocation. This section introduces

Fig. 7. Overview of UFLOP.

the detailed mechanisms and formulae employed by UFLOP to
conduct the resource probing process, evaluate the latency, and
allocate the resources. The implementation of UFLOP on the
JECRS slicing framework is then briefly described.

A. Required Resource Probing

The aim of the first step in UFLOP is to establish the required
computing and network resources of V NF ri,j which satisfy
request ri,j (i.e., request j of tenant i for slices, as described in
Section III-B) with and without λri,j , respectively. The required
resources without λri,j can be regarded as the lower-bound re-
quirement, i.e., the minimum resources which must be deployed
on V NF ri,j . By contrast, the required resources with λri,j can
be viewed as the upper-bound requirement of V NF ri,j . Having
identified the lower- and upper-bound resource requirements,
the mapping between the required computing and network re-
sources and the tenant request is determined using the following
procedure.

To facilitate the probing process for the computing resources,
several break points are placed on V NF ri,j when running,
and a count is made of the number of instructions processed
in each case. The probing mechanism is deployed on a test-
ing instance. As shown in Fig. 7, on receipt of a new ten-
ant request ri,j , UFLOP searches for an appropriate baseline
configuration in a database consisting of a set of default tem-
plates (ReqCi,j , ReqTN_UL

i,j , ReqTN_DL
i,j , ReqEi,j , ReqRN_UL

i,j ,

ReqRN_DL
i,j , RC_ri,j , and RE_ri,j) accumulated from previous

probing rounds. If no suitable template can be found, UFLOP
sets up V NF ri,j in the testing instance and conducts a further
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Fig. 8. Central office only model: all traffic is handled by C.

probing process. In particular, UFLOP evaluates V NF ri,j for
0% of λri,j , 25% of λri,j , 50% of λri,j , 75% of λri,j , and
100% of λri,j , respectively, in order to accurately estimate the
relationship between the number of instructions needed and the
actual value of λri,j . Regarding the network resource probing
process, UFLOP monitors the usage of the bandwidth at TN and
RN during running and evaluates V NF ri,j using the same break
points as those considered when probing the computing resource
in order to determine the relationship between the bandwidth
required and the actual value of λri,j . The probing results (both
computing and network) are then passed to the second step
of UFLOP to determine the optimal allocation of the required
resources which meets Dri,j .

B. Latency Modeling

In the present study, the delays of the various links and nodes
in the 2-tier slicing architecture (see Fig. 5) are modeled using an
M/M/1 queuing model, in which each node (or link) is treated as
a server and the packet arrivals are assumed to follow a Poisson
process with rate λ. Furthermore, the packet service rate follows
an exponential distribution with rate µ. The time spent by each
packet in the system is therefore given by 1

µ−λ
. In practice, the

traffic in the 2-tier slicing architecture may be served by either
the central office or the edge (or a combination of the two),
and hence different types of traffic may be served by different
servers (nodes or links). Thus, as described in the following, in
evaluating the latency, the UFLOP framework formulates four
different M/M/1 queuing models.

1 ) Central Office (C) Only: An assumption is made that all
of the traffic is handled by the central office. In other words,
the traffic is handled by a total of seven servers, namely C, the
up- and down-links between TN and C, the up- and down-links
between TN and RN, and the up- and down-links between RN
and UE (see Fig. 8). In general, the network delay comprises
the propagation delay, the transmission time, and the queueing
delay. The one-way propagation delay (DP _C

i,j )is given by

DP _C
i,j =

DistUE2RN + DistRN2TN + DistTN2C

lightspeed
, (1)

Fig. 9. Edge only model: all traffic is handled by E.

where Distentity2entity denotes the distance (in meters) between
the two entities and lightspeed is the speed of light (3 × 108 m/s).
The combined one-way transmission (DT _C

i,j )time and queueing

delay (DQ_C
i,j ) is given as

DT _C
i,j +DQ_C

i,j =
1

ReqRN_UL
i,j − λri,j

+
1

ReqRN_DL
i,j − λri,j

+ 2

(
1

ReqTN_UL
i,j − λri,j

+
1

ReqTN_DL
i,j − λri,j

)

. (2)

The E2E network delay of the “C only” model (DNet_C
i,j ) is

thus equal to

DNet_C
i,j = DUE2RN_UL

i,j +DRN2TN_UL
i,j +DTN2C_UL

i,j

+DTN2C_DL
i,j +DRN2TN_DL

i,j +DUENRN_DL
i,j

= 2
(
DP _C

i,j +DT _C
i,j +DQ_C

i,j

)
. (3)

In addition, the computing delay of the “C only” model
(DCom_C

i,j ) is equal to the computing delay of V NF ri,j in C,
i.e.,

DCom_C
i,j = DC

i,j =
1

ReqCi,j − λri,j
. (4)

The overall E2E delay of the “C only” model is thus obtained
as

DE2E_C
i,j = DNet_C

i,j +DCom_C
i,j . (5)

2 ) Edge Only: All of the traffic is handled by the edge. In
other words, the traffic is handled by a total of five servers,
namely E, the up- and down-links between RN and E, and the up-
and down-links between RN and UE (see Fig. 9). In determining
the network delay, the one-way propagation delay (DP _E

i,j )is
evaluated as

DP _E
i,j =

DistUE2RN + DistRN2E

lightspeed
. (6)

Meanwhile, the combined one-way transmission time
(DT _E

i,j )and queueing delay (DQ_E
i,j ) is computed as

DT _E
i,j +DQ_E

i,j =
1

ReqRN_UL
i,j − λri,j

+
1

ReqRN_DL
i,j − λri,j

+
1

ReqTN_UL
i,j − λri,j

+
1

ReqTN_DL
i,j − λri,j

.

(7)
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Fig. 10. Central office and edge parallel model: traffic is separated directly
between the edge and central office.

In other words, the E2E network delay of the “E only” model
(DNet_E

i,j ) is similar to DNet_C
i,j and is given as

DNet_E
i,j = DUE2RN_UL

i,j +DRN2E_UL
i,j +DRN2R_DL

i,j

+DUENRN_DL
i,j = 2

(
DP _E

i,j +DT _E
i,j +DQ_E

i,j

)
.

(8)

The computing delay of the “E only” model (DCom_E
i,j ) is

equal to that of V NF ri,j in E, i.e.,

DCom_E
i,j = DE

i,j =
1

ReqEi,j − λri,j
. (9)

Thus, the E2E delay of the “E only” model is obtained as

DE2E_E
i,j = DNet_E

i,j +DCom_E
i,j . (10)

3 ) Central Office and Edge Parallel: An assumption is made
that the traffic is separated directly between the central office and
the edge in accordance with RC_ri,j and RE_ri,j , respectively.
The traffic processed by C is handled by the same seven servers
as those in the “C only” model, while that processed by E is
handled by the same five servers as in the “E only” model
(see Fig. 10). In computing the network delay, the one-way
propagation delay of the traffic processed by C is given by (1),
while that of the traffic handled by E is given by (6). Meanwhile,
the combined one-way transmission and queueing delay of the
traffic handled by C is given by 1

RC_ri,j × (3), while that of the
traffic handled by E is equal to 1

RE_ri,j × (9). For the computing
delay, the traffic handled by V NF ri,j in C incurs a delay of

1
RC_ri,j × (4), while the traffic handled by V NF ri,j in E has a
delay of 1

RE_ri,j × (9). Thus, the E2E delay of the “CE parallel”
model (DE2E_CEP

i,j )is obtained as

DE2E_CEP
i,j = 2

[

DP _C
i,j +

1
RCri,j

(
DT _C

i,j +DQ_C
i,j

)]

+

[
1

RCri,j
× (4)

]

, (11)

Fig. 11. Central office and edge sequential model: all traffic goes to the edge
first and some of the traffic is then routed to the central office.

for the traffic handled by C, and

DE2E_CEP
i,j = 2

[

DP _E
i,j +

1
REri,j

(
DT _E

i,j +DQ_E
i,j

)]

+

[
1

REri,j
× (9)

]

, (12)

for the traffic handled by E.
4) Central Office and Edge Sequential: All of the traffic

generated by the UE is passed initially to the edge, and some of
this traffic is then further routed to the central office. In other
words, the traffic is handled by a total of twelve servers, as shown
in Fig. 11. Let the proportion of traffic routed from the edge to
the central office be denoted as RS2C . In evaluating the network
delay, the one-way propagation delay (DP _CES

i,j )is given by

DP _CES
i,j =

DistUE2RN + DistRN2E

lightspeed

+
DistUE2RN + DistRN2E + DistE2TN + DistTN2C

lightspeed
.

(13)

In addition, the combined transmission and queuing delay of
the uplinks is computed as

DT _CES_UL
i,j +DQ_CES_UL

i,j =
1

ReqRN_UL
i,j − λri,j

+

+
1

ReqTN_UL
i,j − λri,j

+
1

RS2C
× 2 × 1

ReqTN_UL
i,j − λri,j

,

(14)

Similarly, the transmission and queuing delay of the down-
links is given by

DT _CES_DL
i,j +DQ_CES_DL

i,j

=
1

RS2C
2

(
1

ReqTNUL
i,j − λri,j

+
1

ReqRN_UL
i,j − λri,j
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Fig. 12. Second step: 2-tier traffic and resource allocation process.

+
1

ReqTN_UL
i,j − λri,j

)

+
1

(1 −RS2C)

(
1

ReqRNUL
i,j − λri,j

+
1

ReqTNUL
i,j − λri,j

)

.

(15)

Regarding the computing delay, the traffic handled by
V NF ri,j in C has a delay equal to 1

RS2C × (4), while the traffic
handled by V NF ri,j in E has a delay equal to (9).

The total E2E delay of the “CE sequential” model is thus
obtained as

DE2E_CES
i,j = 2DP _CES

i,j +DT _CES_UL
i,j +DQ_CES_UL

i,j

+DT _CES_DL
i,j +DQ_CES_DL

i,j +
1

RS2C

× (4) + (9) . (16)

TABLE III
CONSIDERED METRICS

C. Implementation of UFLOP

In the present study, the UFLOP mechanism was implemented
as the resource coordinator in the JECRS slicing framework (see
Fig. 4) using Python (Ver. 3.6). Referring to Fig. 7, when a tenant
request is received, UFLOP (Step 1, implemented by Python
with Perf [29], a benchmark testing application) determines
the corresponding computing resource requirement in mips
and probes the network resource requirement using iftop [30].
UFLOP then checks whether or not the required slice currently
exists. If the slice exists, it is selected directly. Otherwise, a new
one is created. Finally, UFLOP checks whether the tenant still
has sufficient resources available to it under the respective SLA.
If enough resources are available, the tenant request is passed
to Step 2 to calculate the optimal resource allocation setting.
Otherwise, the request is rejected.

Three pseudo tenant services were implemented, namely VLC
(v2.2.2) [31] as a streaming service to simulate the behavior
of eMBB, Pyvit (v0.2.1) [32] to simulate the behavior of V2X
traffic for URLLC, and Mosquitto (v3.1) [33] to simulate the
behavior of mMTC based on the MQTT protocol. NextEPC
(v0.3.8) [34] was used as the core network for all three ser-
vices and a MEC traffic shunt [35] was used to identify and
forward the traffic to the edge. Regarding the emulation sce-
narios considered for each service, the eMBB scenario was
based on [36], in which the authors studied the metrics of
streaming services by examining a dataset of 23 million views
compiled from 6.7 million individual users; URLLC referred
to the V2X usage cases described in [6] for 5G V2X; and
mMTC referred to [37], in which the authors investigated the
requirements of various latency-critical IoT cases. Table III
summarizes the metrics considered in the various emulation
scenarios.

V. INVESTIGATED ISSUES AND RESULTS

This section commences by describing the physical testbed
and emulation scenarios used to investigate the performance
of the UFLOP framework. A detailed investigation is then
performed into the optimal resource allocation ratio for each of
the 5G service types, the bottleneck factors for each service, and
the latency sensitivity of each service. Finally, a brief discussion
is presented on the applicability of the proposed framework to
LTE RAN and 5G New Radio (5G-NR) [38].
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Fig. 13. Emulation platform.

A. Testbed Description

Fig. 13 shows the emulation platform constructed in the
present study. The main elements of the platform include a
CAT.4 dongle with a laptop attached to a commercial Frequency-
Division Duplexing LTE small cell provided by Wistron NeWeb
Corporation (WNC) and supporting Multiple-Input Multiple-
Output access. The air interface between the UE (a laptop
computer) and the LTE small cell had an uplink rate of 40 Mbps
and a downlink rate of 63 Mbps (as determined by iPerf [39]).
Two servers equipped with Intel Xeon CPUs and 32G RAM were
used as the central office and edge, respectively. The central
office ran Openstack Pike and Tacker (v0.10.0) as the master
NFVO, while the edge ran Openstack Pike within light-weight
containers and Tacker (v0.10.0) as the slave NFVO. The delay
between the UE and the small cell was measured to be 22 ms,
while that between the central office and the edge was 15 ms.
All of the network equipment supported gigabit Ethernet.

B. Results

In performing the experiments, the latency requirements were
set as follows: 10 s for eMBB streaming [36]; 20 ms for URLLC
V2X [6]; and 75 ms for mMTC IoT [35]. The experiments
emulated ten clients, each of which requested a video (eMBB),
created 500 connections (where each connection sent 100 mes-
sages (mMTC IoT)) and updated a video (total 10000 frames) to
the server (URLLC). In practical networks, the long LTE RAN
delay (typically longer than 15 ms before 3GPP Rel. 13, one
way) makes it difficult to satisfy the low latency requirement.
Consequently, in the emulation experiments, the LTE RAN delay
was replaced by the ideal delay of 5G-NR, which is around 1
ms [38].

1) Over-Provisioning vs. Under-Provisioning: Fig. 14
shows the experimental results obtained for the over-
provisioning ratio (RP

i,j)of the three services given different

Fig. 14. Over-provisioning ratios of eMBB, URLLC, and mMTC with con-
figured and optimized (red squares) traffic allocation ratios.

Fig. 15. Over-provisioning ratios of eMBB, URLLC and mMTC given
different traffic allocation ratios.

traffic allocation ratios between the central office and mobile
edge. Note that RP

i,j > 0 indicates than excessive resources
are allocated to the service, while RP

i,j < 0 indicates that the
resources are insufficient to meet ri,j . As described earlier, the
aim of UFLOP is to find the optimal resource allocation ratio
for each service. eMBB has a fairly loose latency constraint (10
s). As a result, the latency requirement can be satisfied using
all considered values of the traffic allocation ratio. In practice,
therefore, a resource allocation ratio of 10:0 represents the
optimal solution since it conserves the relatively rarer resources
of the edge. Regarding the URLLC and mMTC service types,
the ideal case of RP

i,j = 0 is obtained for allocation ratios in the
range of 3:7 to 1:9 for URLLC and 9:1 to 7:3 for mMTC. In
accordance with the calculation process described in Section IV,
the UFLOP results suggest an optimal traffic allocation ratio of
1.5:8.5 for the URLLC application (latency 20 ms), and 7.8:2.2
for the mMTC application (latency 75 ms).

2) Bottleneck: Communication vs. Computing: The results
presented in Fig. 15 show that the over-provisioning ratio for
the eMBB service type has an M-shaped tendency as the relative
amount of traffic allocated to the central office reduces. This
tendency implies that if most of the traffic is handled by the
same tier, the processing time (i.e., the latency) increases. A
significant reduction in the over-provisioning ratio is observed
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Fig. 16. Traffic allocation ratio for different latency constraints on eMBB
service.

for traffic allocation ratios of 10:0, 5:5 and 0:10 as a result
of the allocated computing capacity constraint. In particular,
since the units of computing capacity in Openstack are limited
to the core, JECRS can only allocate computing capacity in
the same units. However, for the eMBB emulation scenario
considered in the present study, the core capacity is insufficient to
handle more than 50% of the eMBB traffic. Consequently, other
configuration ratios obtain more computing capacity (total 3
cores) than the three ratios mentioned above (total 2 cores), and
hence an over-provisioning of the computing resource occurs
for some configuration ratios. For the mMTC service type, the
over-provisioning ratio has an inverted U-shaped tendency. As
for the eMBB service, this tendency implies that the processing
time increases as a greater amount of traffic is handled by the
same tier. In other words, for both the eMBB service and the
mMTC service, the computing capacity imposes a bottleneck on
the performance of UFLOP in minimizing the over-provisioning
ratio. However, for the URLLC service, the over-provisioning
ratio increases approximately linearly as the relative amount
of traffic handled by the edge increases. Hence, it is inferred
that the latency of URLLC depends mainly on the network
capacity. Overall, therefore, the computing resource serves as
the bottleneck for the eMBB and mMTC services, while the
communication resource serves as the bottleneck for the URLLC
service.

3) Latency Sensitivity of eMBB, URLLC and mMTC:
Figs. 16–18 show the optimal traffic allocation results obtained
from UFLOP for the eMBB, URLLC and mMTC services, re-
spectively, under different latency constraints in order to observe
the latency sensitivity of the three services, i.e., the increase in
traffic at the edge when changing from a loose latency constraint
to a tight latency constraint. As shown in Fig. 16, the eMBB
service is assumed to have a fairly loose latency constraint of
5∼10 s. From inspection, the amount of traffic handled by the
edge increases by only 5% as the latency is reduced from 10 s
to 6 s. However, the traffic increases by 15% as the latency is
further reduced from 6 s to 5 s. In other words, the results show
that the threshold of the latency constraint for eMBB is 6 s since
for lower latencies, a large increase in the amount of resources
required at the edge occurs. For the URLLC service (Fig. 17), the

Fig. 17. Traffic allocation ratio for different latency constraints on URLLC
service.

Fig. 18. Traffic allocation ratio for different latency constraints on mMTC
service.

results show a threshold value of 22 ms for the latency constraint.
In particular, for latency constraints greater than this value, the
amount of traffic at the edge increases by only 2% for each
2-ms reduction in the required latency. By contrast, for latency
constraints lower than this value, the amount of traffic handled
at the edge increases by more than 10% for each reduction of
2 ms in the latency. An inspection of Fig. 18 shows that for the
mMTC service, the threshold of the latency constraint is 60 ms.
For a given latency constraint threshold (75 ms to 60 ms), the
traffic at the edge increases by only 2%–5% for each reduction
of 5 ms in the latency. However, the traffic at the edge increases
by 15% when the latency constraint is tightened from 60 ms to
55 ms.

Overall, the results presented in Figs. 16∼18 show that, before
their respective thresholds, all three services have a low latency
sensitivity. In particular, the amount of traffic handled at the edge
does not increase by more than 5% as the latency is reduced.
In other words, the operators have the opportunity to offload
capacity and traffic to the edge in order to improve the E2E
latency before reaching the latency constraint threshold.

4) LTE RAN vs. 5G-NR: LTE RAN usually has a large round
trip time (RTT) of more than 30 ms. For the current testbed, the
average RTT was found to be 44 ms. Both values are far higher
than the URLLC latency constraint (20 ms). Moreover, the RTT
is just one component of the total network delay. If both the
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Fig. 19. Over-provisioning ratio under LTE RAN and 5G-NR.

network delay and the computing delay are considered, the total
delay would exceed even the relatively relaxed latency constraint
of 75 ms for the mMTC service. Fig. 19 shows that under LTE
RAN, only eMBB has an over-provisioning ratio greater than
0 (green line with solid squares) because of its fairly loose
latency constraint. However, 5G-NR, which has been proposed
as the next generation wireless access technology, specifies an
ideal RTT of just 1–2 ms [31]. If the ideal RTT of 5G-NR
can be realized, the latency constraints of all 5G scenarios can
be satisfied by allocating the capacity and traffic appropriately
using the UFLOP mechanism.

VI. CONCLUSION

This paper has proposed an Upper-tier First with Latency-
bounded Over-provisioning Prevention (UFLOP) algorithm for
optimizing the capacity and traffic allocation in 2-tier 5G slicing
architectures in such a way as to minimize the over-provisioning
of the network resources while simultaneously satisfying the
latency constraint requirements of the tenants. UFLOP com-
mences by investigating the relationship between the incom-
ing traffic of the tenant services and the required computing
resources. It then determines the corresponding lower- and
upper-bounds on the computing resources. On receipt of a new
tenant request, UFLOP determines whether or not the request
can be satisfied using the resources guaranteed to the tenant
under the SLA, and then (assuming that sufficient resources are
available), iteratively adjusts the capacity and traffic allocation
ratio until the optimal allocation ratio is found. In particular, for
each considered traffic allocation ratio, the relationship between
the incoming traffic of the tenant services and the resource
requirements found in the first step are used to calculate the
over-provisioning ratio based on M/M/1 queuing theory in order
to determine the optimal allocation ratio which satisfies the
prescribed service latency.

The feasibility of the UFLOP mechanism has been demon-
strated by means of emulation experiments conducted on a phys-
ical testbed for three representative 5G services, namely eMBB,
URLLC and mMTC. The results have shown that the optimal
allocation ratios are equal to 10:0 for the eMBB application,

1.5:8.5 for the URLLC application (latency 20 ms), and 7.8:2.2
for the mMTC application (latency 75 ms). In other words, the
results confirm that as the latency constraint becomes tighter, a
relatively greater amount of resources are required at the edge.
The bottleneck analysis results have shown that for services
constrained by the computing resource (i.e., eMBB and mMTC),
the traffic should be separated between different tiers of the
5G network architecture. By contrast, for services constrained
by the network resource (i.e., URLCC), the traffic should be
offloaded to the edge in order to reduce the E2E latency. The
latency sensitivity experiments have shown that each service
has a particular threshold of the latency constraint, i.e., 6 s for
eMBB, 22 ms for URLLC and 60 ms for mMTC. For each
threshold value, the latency can be reduced by offloading a small
percentage (2∼5%) of the total traffic from the central office to
the edge. Finally, a comparison of the over-provisioning ratios of
eMBB, URLLC and mMTC has been made between LTE RAN
and 5G-NR. The results have confirmed the need for 5G-NR
in order to satisfy the low and ultra-low latency constraints of
many 5G scenarios.
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