Full encapsulation or internal buffering in OpenFlow based hardware switches?
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\textbf{A B S T R A C T}

Software-Defined Networking (SDN) enables programmability in the network through a software-dependent control function. OpenFlow is a de-facto protocol for communication between an SDN switch and the controller. OpenFlow specifications generally allow two methods for packet encapsulation of data packets at the switch that require decisions from the controller, (a) full encapsulation, and (b) internal buffering. However, full encapsulation of data packets has been the default choice for packet processing, and internal buffering has not been explored much, especially for hardware switching. In this paper, we model and analyse the effect of internal buffering on the performance of an OpenFlow hardware switch. We compare queueing models for the switch full encapsulation and internal buffering for hardware switching. The results show that internal buffering significantly reduces the average packet transfer delay by 85% and packet loss probability by 60%. The results further provide guidelines to network operators that internal buffering for hardware switching is useful for controllers with lower processing rates, especially in delay-sensitive applications running over SDN. For loss-sensitive applications running over SDN, the full encapsulation method is more robust handling flows with a high table miss probability.
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1. Introduction

Software-Defined Networking (SDN) provides flexible packet processing to higher layer applications via protocols such as OpenFlow [1] and ForCES [2]. OpenFlow is the most widely used protocol to define communication between the controller and switch in SDN paradigm [3]. In SDN, the control function resides in a logically centralised controller that has network-wide visibility, while the packet forwarding is executed by the switch [3]. This “separation of concerns” between the control function and packet forwarding allows automation and programmability in the network through software.

The network automation and programmability via SDN has driven network engineers and researchers to extend SDN into wireless networks such as Industrial Internet of Things (IIoT) [4], fifth-generation (5G) wireless networks [5], and Software defined Wireless Access Networks (SDWAN) [6]. These wireless networks are relatively less stable than their wired equivalents, operate less efficiently with increasing network size (e.g. due to the contention in CSMA/CA type wireless access) and may sustain significant packet bursts over the switch-controller path leading to packet loss and poor throughput [7,8]. Fortunately, OpenFlow switches have provisions to address the problem of contention and memory issues at the low-end switch via internal buffering [9].

Internal buffering in communication networks is used as temporary buffering of packets within the switch [10]. An OpenFlow switch with internal buffering temporarily buffers data packets within the switch and send asynchronous messages designated as “Packet-In” to the controller. A Packet-In message consists of a fraction of a data packet (around 20%) encapsulated with the OpenFlow header and buffer identifier associated with a data packet [11–13].

OpenFlow switches forward packets based on the entries of flow tables (an entry can be thought of as a row with multiple columns). A flow table is made up of flow table entries (FTEs) which generally consist of match fields with associated actions (the columns in a row). If there is no matching FTE for incoming packets of a flow at the switch, the first packet of that flow is passed to the SDN controller for decisioning. For the rest of this paper, we assume that OpenFlow is the protocol for communication between...
the controller and switch in SDN [14] and we only consider hardware switches (see [15,16] for hardware vs. software switches).

OpenFlow specifications provide two packet encapsulation methods. These packet encapsulation methods are (a) internal buffering of data packets, and (b) full encapsulation of data packets. Internal buffering of data packets allows only part of data packets to be encapsulated within Packet-In messages. However, this requires additional memory at the OpenFlow switch to temporarily buffer data packets that can result in resource contention in the controller. Similarly, full encapsulation (FE) of data packets allows an OpenFlow switch (typically lower end switches) with no support for internal buffering to encapsulate an entire data packet with a Packet-In message. Therefore, the Packet-in message in the internal buffering method is smaller in size compared to the full encapsulation method. Clearly, these packet encapsulation methods have benefits and tradeoffs which will be identified and analysed in this paper.

The packet encapsulation methods for the OpenFlow switch are modeled and compared analytically using queueing theory in this paper. Queueing models help switch designers and network analysers to predict performance measures before actual deployment, making it cost-effective and faster for network planning. The primary objective of this paper is to identify benefits and tradeoffs between full encapsulation of data packets and internal buffering of data packets at the OpenFlow switch.

The rest of the paper is organised into six sections. In Section 2, we discuss the existing related works that use an OpenFlow based packet encapsulation methods. The hardware switching of an OpenFlow based switch is discussed in the Section 3 using the generic model. An OpenFlow based packet encapsulation methods are described and modelled using queueing theory in Section 4. The analytical and simulation results with performance analysis are discussed in Section 5. The values for traffic and switch parameters used in Section 5 are justified in Section 6 through sensitivity analyses. Finally, this paper is concluded with the summary of results in Section 7.

2. Related work

Buffering has been extensively used in the traditional switches such as ATM and Banyan switches to avoid delay and loss of packets under heavy traffic conditions [10]. Under heavy traffic conditions, the logically centralised controller in SDN can be a bottleneck with increasing flow requests for decisions. Therefore, internal buffering in SDN switches reduce the communication workload on the OpenFlow channel between the controller and switch as studied in [11].

The work in [11] focuses on the buffer management scheme and channel utilisation using their software and hardware prototypes. These prototypes are suggestive improvement toward an existing OpenFlow buffer management scheme but have paved the path for research in internal buffering in SDN.

There is little research exploring benefits and drawbacks of internal buffering in SDN. This may be due to the current lack of support for internal buffering in commodity switches [13]. The analytical modelling approach in this paper is a cheaper and faster approach to predict the performance of SDN without actually procuring equipment and setting up a test-bed.

From a performance analysis perspective of SDN via analytical modelling, queueing theory has been seen a resurgence for modelling SDN since the publication of the M/M/1 model for a single controller–switch network in [17]. Queueing models predict network performance and provide insights to network designers and analysers for their SDN deployments [16]. Queueing theory has been used in [17–21] to model an OpenFlow switch. These are few selected models that have significant contribution to modelling and performance analysis of an OpenFlow switch in SDN. However, these models have assumed the full encapsulation of data packets requiring the decision from the SDN controller, primarily because it is the default option for packet processing in the OpenFlow specifications [12].

The work presented in [12] is the first to model an OpenFlow switch with internal buffering. In this work, the full encapsulation of data packets is compared with the internal buffering. The results from this work showed that the packet encapsulation with internal buffering significantly reduces: (i) the average delay of packets traversing the network and (ii) packet loss probability compared to the full encapsulation method, but these benefits were obtained at the cost of requiring additional memory to support internal buffering. The work in [12] considers a software switch and the model cannot account for: (i) the line speed processing of a hardware switch and (ii) potential interactions between the high speed switch processor and the other processors in the network.

The work in [16] is among the first to investigate the effect of hardware switching on the OpenFlow switch. In this work, a software-based OpenFlow switch is compared with a hardware-based OpenFlow switch with the full encapsulation of data packets. Their results showed that a hardware switching with the full encapsulation method significantly reduces the overall delay and packet loss probability in the SDN.

The work in [13] compares a software-based OpenFlow switch with a hardware-based OpenFlow switch with the internal buffering of data packets. The results show that a hardware-based OpenFlow switch provides better scalability with increasing number of hosts per switch than a software-based OpenFlow switch.

However, the comparative analysis between the internal buffering and full encapsulation methods in hardware-based OpenFlow switches has not been studied. The comparative analysis in this paper helps network engineers to understand the hardware switching effects of these methods in an OpenFlow switch. In this paper, the full encapsulation of data packets is compared with internal buffering of data packets for a hardware switch in an OpenFlow switch.

3. Generic model for an OpenFlow based hardware switch

The generic model for a hardware-based SDN switch equipped with the specialised hardware and CPU (central processing unit) is shown in Fig. 1. The hardware switch maintains flow tables in both TCAM (ternary content-addressable memory) and SDRAM (synchronous dynamic random access memory) which are synchronised through a middleware layer on the switch. This synchronisation ensures consistent forwarding behaviour and avoids duplicate flow table entries (FTEs) [22,23].

Fig. 1 shows four phases that a hardware-based SDN switch must capture. The four phases are:

- Phase (1): The flow arrives at the specialised hardware in the switch.
- Phase (2): The first packet of a flow is matched against FTEs stored in TCAM. If there is no matching FTE for a packet in TCAM, a packet is forwarded to the CPU to match against FTEs stored in SDRAM, otherwise serviced to the destination.
- Phase (3): A packet without matching FTE is processed by the CPU using packet encapsulation methods and then forwarded to the controller.
- Phase (4): The controller feedback with flow updates in both SDRAM and TCAM. After the flow updates, the packet is serviced to the destination by the CPU.

Based on these four important phases, queueing models for packet encapsulation methods in a hardware-based SDN switch are developed in the following section. The queueing models are
further described with details of network occurrences and performance metrics such as delay and loss probability.

4. Queueing models for packet encapsulation methods

For brevity, queueing models for hardware switching with the packet encapsulation method that require an internal buffering of data packets is named as “Internal Buffering” and full encapsulation of data packets is named as “Full Encapsulation”. Hardware switching involves the CPU and specialised hardware (namely, ternary content-addressable memory or TCAM) [24]. It is assumed that the CPU uses priority queues with a finite capacity with GI/M/1/K distribution and the specialised hardware is represented as M/M/1/K distribution [16,20,25]. The priority queues provide isolation between the packets arriving from the controller and packet to be processed by the CPU when there is no matching FTE in the specialised hardware.

The priority queues were first introduced in [20,25] to distinguish packets processed by the CPU into two classes, Class HP and Class CP. The Class HP represents the low priority class of the CPU for the external data packet that has no matching entry in the switch’s specialised hardware. The data packet is sent from the specialised hardware to the Class HP with probability $\beta$. The Class CP represents the high priority class of the CPU to store packets feedback from the controller. It is assumed that the CPU synchronises the table information (in the CPU) with specialised hardware with negligible delay. Both Class CP and Class HP queues share service rate $\mu_{CP}$ while the specialised hardware queue is serviced at the rate $\mu_{sh}$ and $\mu_{sh} \gg \mu_{CP}$.

Similarly, the controller is represented as an M/M/1 queue with service rate $\mu_{C}$. For the remaining parameters, $\lambda_{1}$ is the external arrival rate at the TCAM and $T$ represents the throughput of the queue. It is further assumed that the queue buffer capacities of the Class CP, Class HP, specialised hardware, and internal buffer are $K_{1}$, $K_{2}$, $K_{3}$, and $K_{4}$ respectively.

For comparative analysis between the full encapsulation method and internal buffering, the primary performance metrics are the average delay and packet loss probability. These performance measures have a huge impact on the overall user experience. The average delay determines the speed of the network while the packet loss probability is a negative indicator that causes a breakup in the network’s communication.

4.1. Full encapsulation

The packet processing for the full encapsulation queueing model can be explained in five steps as shown in Fig. 2 [16]: (1) external data packets arrive to the specialised hardware of the switch, (2) data packets are forwarded to the Class HP of the CPU if the specialised hardware in the switch has no matching FTE or the packet leaves the switch (i.e. is forwarded to the destination via an output port), (3) data packets are encapsulated with Packet-In control message and forwarded to the controller, (4) controller feeds the forwarding information back to switch via a “packet-out” message to the CPU (queue up in Class CP), and (5) finally the CPU processes control packets in the Class CP, updates and synchronises its flow tables with the specialised hardware, and forwards data packets to the destination through an output port.

The full encapsulation model is modelled as a continuous time Markov process with four state variables, $\{n_{i}(t), n_{cp}(t), n_{hp}(t), n_{sh}(t)\}$, $t \geq 0$. Each of the four state variables symbolised by $n_{i}(t)$, $n_{cp}(t)$, $n_{hp}(t)$, and $n_{sh}(t)$ tracks the packet count in the controller, Class CP, Class HP and specialised hardware. Moreover, each state variable is a positive integer bounded by $\infty$, $K_{1}$, $K_{2}$, and $K_{3}$ respectively (see definition in Section 4). Thus, the Markov process for the full encapsulation model at time $t$ be defined as

$$\{n_{i}(t), n_{cp}(t), n_{hp}(t), n_{sh}(t)\} = \{w, x, y, z\}.$$  

(1)

The state transitions of Markov process for the full encapsulation model are shown in Table 1. The state transitions are used to compute the stationary distribution probability ($\pi$) and is a well-documented matrix-analytic approach [26–28] for the problem we are solving (thus not described further in this paper). Using $\pi$, the performance metrics like throughput, average delay and packet loss probability can be computed for the full encapsulation method.

Average number of data packets for full encapsulation model (denoted by $L_{FE}$) is the average number of data packets in the CPU and specialised hardware of the switch for full encapsulation model. In the full encapsulation model, data packets travel through the specialised hardware (i.e. TCAM), the CPU (i.e. Class HP and Class CP), and the controller. Therefore, $L_{FE}$ is given as

$$L_{FE} = \sum_{w=0}^{\infty} \sum_{x=0}^{K_{1}} \sum_{y=0}^{K_{2}} \sum_{z=0}^{K_{3}} (w + x + y + z) \pi_{w,x,y,z}.$$  

(2)

Average data packet transfer delay for full encapsulation model (denoted by $T_{FE}$) is the mean sojourn time of a data packet in an SDN network with a single controller and hardware switch with the full encapsulation packet processing method. Applying Little’s formula
on Eq. (2), the average time a packet spends in the system is given as
\[
T_{FE} = \frac{L_{FE}}{\lambda_1},
\]
where \(T_{FE}\) is the total throughput of the switch using the full encapsulation method and is given as
\[
T_{FE} = T_{CP} + (1 - \beta)T_{sh}.
\]

Packet loss probability (PLFE) is the packet loss probability due to blocking of packets at the Class CP, Class HP and specialised hardware queue for the full encapsulation model. The packet loss probability in the full encapsulation model is expressed as
\[
PL_{FE} = 1 - \frac{T_{FE}}{\lambda_1}.
\]

4.2. Internal buffering

The packet processing for the internal buffering model is same as the full encapsulation model with an additional internal buffer as shown in Fig. 3. If there is no matching FTE for a flow at the TCAM, data packets are temporarily buffered in an internal memory and a portion of the data packet is encapsulated with a Packet-In message which is then forwarded to the controller. Similarly, when the controller feedbacks a Packet-Out message with control packet, CPU instantaneously processes the control packet in Class CP, updates and synchronises the flow table with the TCAM, extracts temporarily buffered data packet from the internal buffer and forwards it to the destination through an output port.

The internal buffering in an OpenFlow switch is modelled as a continuous time Markov process with five state variables, \(\{(n_{ib}(t), n_{c1}(t), n_{c2}(t), n_{c3}(t), n_{iw}(t))\}, t \geq 0\). The description and range of these five state variables are shown in Table 2.

<table>
<thead>
<tr>
<th>Time</th>
<th>State</th>
<th>Name</th>
<th>Description</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>Buffer</td>
<td>number of packets in the internal buffer</td>
<td>([0, K_{ib}])</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>Controller</td>
<td>number of packets in the controller</td>
<td>([0, \infty])</td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>Class CP</td>
<td>number of packets in the Class CP</td>
<td>([0, K_{c1}])</td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>Class HP</td>
<td>number of packets in the Class HP</td>
<td>([0, K_{c2}])</td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td>Hardware</td>
<td>number of packets in the specialised hardware</td>
<td>([0, K_{hb}])</td>
</tr>
</tbody>
</table>

Let the Markov process for the internal buffering model at time \(t\) be defined as
\[
\{n_{ib}(t), n_{c1}(t), n_{c2}(t), n_{c3}(t), n_{hb}(t)\} = \{v, w, x, y, z\}.
\]

The number of packets in the controller and Class CP are dependent on the number of temporally buffered packets in the internal buffer hence \(x = (v - w)\) and the state variables \(v, w, x, y, z\) are positive integers bounded by \([K_{ib}, \infty], K_{c1}, K_{c2}, K_{hb}\) respectively.

The mapping of network occurrences to transitions for the internal buffering model is shown in Table 3 and these help us compute performance metrics for the internal buffering model through stationary distribution probability \(\pi\).

Throughput of Internal Buffer (denoted by \(T_{ib}\)) is the sum of probabilities that the internal buffer at the CPU has at least one data packet to forward with service rate of \(\mu_{ib}\) for the internal buffering model. The throughputs of the internal buffer (\(T_{ib}\)) and Class CP (\(T_{cp}\)) for the internal buffering model are the same as the processing of the packet in Class CP by the CPU is instantly followed by the extraction of the packet from the internal buffer [12]. This is also reflected in the last row of Table 3 where the processing of the Class CP packet and the extraction of the internally buffered packet by the CPU occurs at the same time. Therefore, \(T_{ib}\) is given as
\[
T_{ib} = T_{cp} = \mu_{ib} \sum_{v=1}^{K_{ib}} \sum_{w=0}^{v-1} \sum_{y=0}^{K_{c2}} \sum_{z=0}^{K_{hb}} \pi_{v,w,x,y,z}.
\]

Average number of data packets for the internal buffering model (denoted by \(L_{ib}\)) is the average number of data packets in the CPU and specialised hardware of the switch for internal buffering model. In the internal buffering model, data packets travel only through the specialised hardware (i.e TCAM) and the CPU (i.e the Class HP and the internal buffer). Therefore, \(L_{ib}\) is given as
\[
L_{ib} = \sum_{v=0}^{K_{ib}} \sum_{w=0}^{v} \sum_{y=0}^{K_{c2}} \sum_{z=0}^{K_{hb}} (v + w + y + z) \pi_{v,w,x,y,z}.
\]

Average data packet transfer delay for the internal buffering model (denoted by \(t_{ib}\)) is the mean sojourn time of a data packet in an OpenFlow-based SDN with a single controller and hardware switch with the support for an internal buffer. The average packet transfer delay of a packet in the internal buffering model is obtained by applying Little’s theorem to Eq. (8) which is expressed as
\[
t_{ib} = L_{ib}/T_{ib}.
\]
where $T_{IB}$ is the throughput of the switch using the internal buffering method, expressed as
\[
T_{IB} = T_{ib} + (1 - \beta) T_{bh}. \tag{10}
\]

Packet loss probability (denoted by $PL_{ib}$) is the packet loss probability due to blocking of packets at the Class CP, Class HP, internal buffer and specialised hardware queue of the switch. The packet loss probability for the internal buffering model ($PL_{ib}$) is given as
\[
PL_{ib} = 1 - \frac{T_{ib}}{\lambda_1}. \tag{11}
\]

### 4.3 Buffer dimensioning

Buffer dimensioning ensures packet losses due to queuing are below losses that occur in the outgoing links. The losses in the outgoing links are given by the Bit Error Rate (BER). The BER can be approximately expressed as a function of the Packet Error Ratio (PER) with the relation: $PER = 1 - (1 - BER)^N$ where $N$ is the number of bits in the packet. Following the example of [29,30], we conduct a very simple approximation of the minimum buffer size to ensure no queuing losses by assuming all queues are M/M/1 and each queue operates independent of all other queues.

Let $K_{FE}$ denote the minimum buffer capacity to ensure no queuing losses for the full encapsulation model. The minimum buffer capacity for $K_{FE}$ is simply the sum of the minimum buffer capacities $K_1$, $K_2$ and $K_3$:
\[
K_{FE} = K_1 + K_2 + K_3,
\]
\[
K_1 = \frac{\log PER}{\log \mu_{cp}} + \frac{\log PER}{\log \rho_{hp}} + \frac{\log PER}{\log \rho_{sh}}, \tag{12}
\]
where $\mu_{cp}$, $\rho_{hp}$, and $\rho_{sh}$ are the server utilisation at the Class CP, Class HP, and specialised hardware, respectively, which are defined as
\[
\rho_{cp} = \frac{\beta \lambda_1}{\mu_{cp}}, \quad \rho_{hp} = \frac{\beta \lambda_1}{\mu_{hp}}, \quad \rho_{sh} = \frac{\lambda_1}{\mu_{sh}}.
\]

The minimum buffer capacity for the internal buffer is denoted as $K_4$ which is calculated as
\[
K_4 = \frac{\log PER}{\log \rho_{ib}}, \tag{13}
\]
where $\rho_{ib}$ is the server utilisation at the internal buffer of the CPU which is defined as
\[
\rho_{ib} = \frac{\beta \lambda_1}{\mu_{ib}}.
\]

Hence the minimum buffer capacity for the internal buffer model (say $K_{ib}$) is $K_4 + K_{FE}$.

### 5. Results

The parameters used for analysis and simulation are shown in Table 4. The table miss probability $\beta$ has a geometrical relationship with a flow size [20] and is varied from 0.1 to 2, the switch processor or CPU service rate ($\mu_{cp}$) is assumed to be 1000 packets/sec, the controller to switch processing ratio ($\mu_{sh} - \mu_{sp}$) is varied from 0.1 to 2, and the specialised hardware service rate ($\mu_{sh}$) is assumed to be 1000 times faster than the CPU. The external arrival rate of data packets ($\lambda_1$) to the switch from each host is fixed at 120, 240 and 480 packets/sec to investigate the effect of increasing traffic volumes. These values of $\beta$, $\mu_{sp}$, $\mu_{sh}$, and $\lambda_1$ are arbitrary values used for sensitivity analysis to identify the trends. The value of the number of bits (i.e. $N$) for the MTU TCP packet size of 1500 bytes is 12,000 bits. Similarly, the switch and controller are assumed to be deployed over an Ethernet network for which the BER is $10^{-12}$ [31] and the value of $PER$ is calculated as $1.2 \times 10^{-8}$ as discussed in Section 4.3.

In the following subsections, queue capacities of the Class HP and specialised hardware queue is assumed to be half of their minimum queue capacities determined from buffer dimensioning, using Eqs. (12) and (13), i.e. $\frac{K_1}{2}$ and $\frac{K_2}{2}$ respectively. This is done to take into consideration the packet loss in the switch. Similarly, buffer dimensioning is done for the Class CP ($K_1$) and internal buffer ($K_4$) to ensure no loss of control packets.

Based on our assumptions, the value of $K_3$ is calculated as 2 for $\lambda_1$ equal to 120, 240, and 480 packets/sec. Similarly, the values of $K_1$, $K_2$, and $K_4$ are same and calculated as 5 for $\lambda_1$ equal to 120 packets/sec, 7 for $\lambda_1$ equal to 240 packets/sec, and 13 for $\lambda_1$ equal to 480 packets/sec.

The discrete-event simulation in this manuscript is based on Monte Carlo simulation where Monte Carlo simulators use random number generators to simulate the system. The events for the Monte Carlo simulation are related to the transition rates of queueing models which cause models to change their states. Both the queueing model and discrete-event simulation use the same assumptions. The simulations are conducted with 100 random seeds and the results are reported with 95% confidence intervals (CI).

To compute the steady-state probabilities using the matrix-analytic method, a MATLAB toolbox [32] with standard library functions to solve QBD Markov chains has been used. As discussed earlier, the full encapsulation is represented as a level-independent QBD and the internal buffering as a level-dependent QBD. Therefore, in this paper, Logarithmic Reduction algorithm [33] has been used for the full encapsulation to compute a rate matrix due to a faster quadratic convergence rate. Similarly, the Matrix Continued Fraction (MCF) algorithm [34] has been used for the internal buffering which is faster and efficient to handle iteration while computing rate matrices for each level. The generation of block
matrices which are elements of rate matrices for the full encapsulation and internal buffering are briefly discussed in [16] and [13], respectively.

5.1. Validation: full encapsulation and internal buffering

The validation of analytical results for the full encapsulation model and the internal buffering model is done by comparing it with discrete event simulation results. Figs. 4 and 5 show the validation results for the full encapsulation and internal buffering models respectively for increasing $\beta$ with $m_r = 1$. The error percentage between analysis and simulation predictions for both average packet transfer delay and packet loss probability is between 0.6%-2.8% as shown in Figs. 4 and 5. The error for the internal buffering model is slightly higher than the full encapsulation model by 1%. This range of error is acceptable for the internal buffering model due to level dependency of packets in the controller and Class CP on the packet temporarily buffered in the internal buffer [35].

5.2. Comparing computation time

In this subsection, the computation time between analysis and discrete-event simulation for the full encapsulation and internal buffering is compared. The computation time for $\lambda_1$ equal to 120, 240, and 480 packets/sec is computed. This comparison helps to observe the computation overload between analysis and simulation for varying external arrival rate in a hardware switch. The values of the queue buffer capacities for $\lambda_1$ equal to 120, 240, and 480 packets/sec have been set in the Section 5 along with other parameters.

Fig. 6 shows the average computation time in milli second to calculate the average packet transfer delay and packet loss probability for varying $\lambda_1$. Fig. 6(a) shows the computation overload for the full encapsulation and Fig. 6(b) shows the computation overload for the internal buffering. From Fig. 6(a) and (b), it can be observed that the computation overload for analysis drastically increases for 480 packets/sec compared to discrete-event simulation.

This is because the queue buffer capacities for $\lambda_1$ equal to 480 packets/sec is high compared to 120 and 240 packets/sec. Due to
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Fig. 6. Computation time between analysis and simulation for: (a) Full encapsulation and (b) Internal buffering.

Fig. 7. Relative average packet transfer delay between the full encapsulation model and internal buffering model i.e. $\epsilon_d$ for (a) increasing $\beta$ and $m_r = 1$; and (b) increasing $m_r$ and $\beta = 0.5$.

5.3. Comparing average delay

In this subsection, the average packet transfer delay between the full encapsulation (denoted by $t_{FE}$ as in Eq. (3)) and the internal buffering (denoted by $t_{IB}$ as in Eq. (9)) is compared. This comparison helps to investigate the effect of an internal buffer in a hardware switch with reference to the average packet transfer delay.

The relative average packet transfer delay (denoted by $\epsilon_d$) between the full encapsulation and internal buffering (both with finite capacity) is calculated as

$$\epsilon_d = \frac{(t_{IB} - t_{FE})}{t_{FE}} \times 100\%.$$

A positive value of $\epsilon_d$ means that the full encapsulation model has a lower average delay for a packet to travel through the network compared to the internal buffering model.

Fig. 7 shows the relative average packet transfer delay between the full encapsulation and internal buffering models in percentile. In Fig. 7(a), where $m_r$ is constant at 1, it can be observed that the internal buffering method achieves up to 28% reduction in the average packet delay compared to the full encapsulation. With increasing $\beta$, the number of data packets sent to the controller is increased. These data packets requiring decisioning from the controller are processed by the CPU which has a slower processor than the specialised hardware. With internal buffering, the CPU encapsulates a small part of a data packet (mostly packet header information) in the Packet-In message which is processed faster by the...
controller than Packet-In messages encapsulated with a full data packet. The internal buffering significantly reduces the overall delay for increasing traffic forwarded by the specialised hardware as seen in Fig. 7(a).

With the increasing $m_s$, as shown in Fig. 7(b), the controller processing capacity increases. However, the performance of controller degrades with increasing flow update requests from the switch. The real benefit of an internal buffer at the OpenFlow switch can be observed for a slower controller, represented by lower $m_s$ value, as seen in Fig. 7(b) where the average packet transfer delay is reduced up to 85%. As seen in Fig. 7(b), the relative average packet transfer delay decreases from 85% to 20% with increasing processing capacity of the controller. With the internal buffering of packets awaiting decision from the controller, the control traffic size can be reduced allowing the controller to process packets faster.

This reduction in average packet transfer delay with lower $\beta$ and $m_s$ shows the benefit of internal buffering over the full packet encapsulation method for hardware switching in an OpenFlow switch.

5.4. Comparing packet loss probabilities

In this subsection, the average packet loss probability between the full encapsulation ($PL_{FE}$ in Eq. (5)) and the internal buffering ($PL_{IB}$ in Eq. (11)) is compared. This comparison highlights the effect of internal buffering in a hardware switch with reference to the packet loss probability.

The relative packet loss probability (denoted by $\epsilon_l$) between the full encapsulation and internal buffering (both with finite capacity) is calculated as

$$\epsilon_l = \frac{PL_{IB} - PL_{FE}}{PL_{FE}} \times 100\%.$$ 

A positive value of $\epsilon_l$ means the full encapsulation model has a lower packet loss probability compared to the internal buffering model.

Fig. 8 shows the relative packet loss probability between the full encapsulation and internal buffering models in percentile. Fig. 8(a) and (b) show the relative packet loss probability for increasing $\beta$ and $m_s$, respectively. In Fig. 8(a), we show that internal buffering exhibits up to 60% drop in the packet loss probability for lower packet arrival rates, viz. $\lambda_1 = 120$ or 240 pkts/sec. At higher packet arrival rate, $\lambda_1 = 480$ pkts/sec, the 60% drop in packet loss probability at lower $\beta$ reduces quickly to 6% as $\beta$ increases. This is due to the finite buffer capacity for the internal buffer. The finite internal buffer can temporarily store limited number of data packets. With a lower value of $\beta$, the number of data packets to be stored in the internal buffer is lower resulting in a lower packet loss probability. Whereas, with a higher value of $\beta$, the number of data packets to be stored in the internal buffer is higher resulting in a higher packet loss probability. The higher packet loss probability in the internal buffer reduces the benefit of the internal buffering model over the full encapsulation model as seen in Fig. 8(a). Therefore, the full encapsulation method is more appropriate to handle incoming flows that have a higher table miss probability.

Similarly, in Fig. 8(b), we show that the internal buffering model exhibits up to 89% reduction in the packet loss probability for lower $m_s$ and up to 50% reduction for higher $m_s$. It is observed that higher value of $\lambda_1$ (i.e 480 pkts/sec) significantly reduces packet loss probability for a lower value of $m_s$ (i.e $m_s < 1$), whereas the lower value of $\lambda_1$ (i.e 120 or 240 pkts/sec) shows better packet loss probability for a higher value of $m_s$ (i.e $m_s > 1$). This is because lower $m_s$ means the controller is slower than the CPU and higher $m_s$ means the controller is faster than the CPU. The slower controller processes Packet-In messages slower and consequently increases the blocking of data packets in the CPU. With the internal buffer, the blocking of data packets in the CPU is significantly reduced. On the other hand, the faster controller processes the Packet-In messages faster and reduces the blocking of data packets in the CPU. This reduces the benefit of the internal buffer especially for a higher value of $\lambda_1$.

This shows the benefit of internal buffering over full encapsulation method for the OpenFlow-based hardware switching, that significantly reduces the packet loss probability.

6. Traffic and switch parameters

In this section, we perform sensitivity analysis to justify our selection of values for $\lambda_1$ (that are 120, 240, 480 pkts/sec) in Section 5. We also justify the selection of $\mu_{sh}$ as 1000 times of $\mu_{sp}$ by varying $m_s$ in the full encapsulation and internal buffering models. Finally, we use realistic values of parameters for Zodic switch based on [20] to compare the full encapsulation and internal buffering models.
For this section, the value of $\beta$ is fixed to 0.2 which is typical $\beta$ value for a flow in an OpenFlow-based SDN switch [20]. This value of $\beta$ is also close to the realistic $\beta$ values shown in Table 5.

6.1. Sensitivity analysis by varying $\lambda_1$

For this analysis, the value of $\lambda_1$ is varied from 10 to 999 packets/sec. The maximum value of $\lambda_1$ is set as 999 packets/sec which is less than $\mu_{sp}$ of 1000 packet/sec to maintain a stationary distribution in the CPU.

Fig. 9 shows the effect of varying $\lambda_1$ between the full encapsulation and internal buffering models. Fig. 9(a) and (b) show the average packet transfer delay and packet loss probability, respectively, for increasing $\lambda_1$. From Fig. 9(a), the average packet transfer delay for both the full encapsulation and internal buffering models increases with increasing $\lambda_1$. The difference between these models looks uniform as seen in Fig. 7(a) for $\beta$ of 0.2.

Similarly, from Fig. 9(b), the average packet loss probability for both the full encapsulation and internal buffering models are identical and increases with increasing $\lambda_1$. The differences between these models are almost negligible as seen in Fig. 8(a) for $\beta$ of 0.2.

Therefore, the selection of $\lambda_1$ as [120, 240, 480] packets/sec or any other positive values less than $\mu_{sp}$ for given $\beta$ would not affect the relative performance of the full encapsulation and internal buffering models.

6.2. Sensitivity analysis by varying $\mu_{sh}$

Next, we study the effects of $\mu_{sh}$ through $m_s$ which is varied from 10 to 1000 (i.e. $\mu_{sh} = m_s \times \mu_{sp}$). The value of $\lambda_1$ is fixed to 480 packets/sec.

Fig. 10 shows the effect of varying $m_s$ between the full encapsulation and internal buffering models. Fig. 10(a) and (b) show the average packet transfer delay and packet loss probability, respectively, for increasing $m_s$. From Fig. 10, the average packet transfer delay and packet loss probability for both models remain steady for $m_s > 100$.

From Fig. 10(a), the average packet transfer delay for the full encapsulation model remains uniformly higher than the internal buffering model with increasing $m_s$. This is because higher value of $\mu_{sh}$ reduces the average packet transfer delay uniformly in the specialised hardware for both models.

Similarly, from Fig. 10(b), the average packet loss probability for the full encapsulation model and internal buffering model remains identical. This is because loss incurred by the specialised hardware is negligible and is almost zero with increasing $m_s$.

Therefore, the selection of $m_s$ as 1000 or any other values greater than 100 for given $\beta$ and $\lambda_1$ would not affect the relative performance of the full encapsulation and internal buffering models.

6.3. Using realistic values for parameters

Lastly, we validate the models using realistic values of parameters for the switches and controllers which is shown in Table 5. The parameters are measured in a network using a controller implemented on a Dell OptiPlex 9010 running Ubuntu 16.04 LTS (64-bit), using Intel i7-3770 CPU (3.40 GHz x 8) with 2 x 4 GB DDR3 RAM (1600 MHz each). The Zodiac switch is a low end switch by Northbound Networks while the P3295 switch is a medium range switch from Pica8. We use the Ryu controller running OpenFlow v1.3 to manage the hardware switches.

The remaining parameters other than those shown in Table 5 are same as in Table 4. Figs. 11 and 12 show bar charts for the average packet transfer delay and packet loss probability using the fixed values of $\{\lambda_1, 1/\beta\}$. Fig. 11 shows the average packet transfer delay for Zodiac and P3295 switches, while Fig. 12 shows the packet loss probability for Zodiac switch only. This is because the packet loss probability for P3295 switch is negligible and almost zero for all fixed values of $\{\lambda_1, 1/\beta\}$. The CPU service rate for P3295 switch is approximately 86,000 times faster than Zodiac switch resulting in negligible packet losses in P3295 switch.

From Fig. 11(a) and (b), we observe that the internal buffering model achieves lower average packet transfer delay than the full encapsulation model as previously observed in Figs. 7(a), 9(a) and 10(a). Similarly, from Fig. 12, the full encapsulation and inter-

\begin{table}
\centering
\caption{Measured parameters for hardware switches.}
\begin{tabular}{|c|c|c|}
\hline
Parameter & Zodiac & P3295 \\
\hline
CPU service rate, $\mu_{sp}$ (packets/ms) & 1.536 & 132,000 \\
Controller service rate, $\mu_c$ (packets/ms) & 38568 & \\
Arrival rate, $\lambda_1$ (packets/ms) & [1.8, 12.6, 33.2, 74.6] & \\
Average flow size, $1/\beta$ (packets) & [6.6, 15.3, 9.3, 9.8] & \\
\hline
\end{tabular}
\end{table}
10. Effect of increasing $\mu_{sh}$ via increasing $m_s$ on the full encapsulation method and internal buffering model for (a) average packet transfer delay (b) and packet loss probability.

11. Average packet transfer delay for fixed $\{\lambda_1, \mu_{sh}\}$ on the full encapsulation model and internal buffering model using real switch parameters.

12. Packet loss probability for fixed $\{\lambda_1, \mu_{sh}\}$ on the full encapsulation model and internal buffering model using Zodiac switch’s parameters. The packet loss probability for the P3295 switch is close to zero and therefore not shown.

The packet loss probability for the internal buffering models both have similar packet loss probability for lower $\beta$ as previously observed in Figs. 8(a), 9(b) and 10(b).

Therefore, it shows that the models proposed in this paper can be used to predict an SDN performance with real parameters. The analysis in this subsection also validates our analysis in Section 5.

7. Conclusion

In this paper, the two packet encapsulation methods based on the OpenFlow specification for hardware switching were compared using queueing models, viz., the full encapsulation model and the internal buffering model, respectively.

From comparisons, the following conclusions were made:

- Internal buffering significantly reduces the average packet transfer delay (almost 85%) for a slower controller and (almost 20%) for a faster controller than the full packet encapsulation method.
- Internal buffering significantly reduces the packet loss probability (almost 60%) for a lower table miss probability and (almost 6%) for a higher table miss probability than the full encapsulation method.
From above-mentioned conclusions, the following guidelines can be provided to network operators for optimum performance:

- For a delay-sensitive SDN, network operators can choose the internal buffering method over the full encapsulation method when a slower controller is used.
- For a loss-sensitive SDN, the full encapsulation method is preferred over the internal buffering method for OpenFlow switches. This choice becomes more evidence with a higher table miss probability.

Finally, from sensitivity analyses by varying $\lambda_1$ and $\mu_1$ in the full encapsulation and internal buffering models, following conclusions were made to observe similar trends in the performance analysis irrespective of values used for parameters:

- The value of an external arrival rate at the switch TCAM can be of any positive values but less than the CPU processor for fixed table miss probability.
- The value of the switch processor should be at least a hundred times of the CPU processor for fixed table miss probability and external arrival rate.

This work can be extended by considering the partial encapsulation of data packets. The partial encapsulation of data packets is the combination of the full encapsulation and internal buffering. In the partial encapsulation of data packets, OpenFlow switches with limited memory use the full encapsulation method when they run out of memory for the internal buffering. Also, in this work, the internal buffer is used to temporarily buffer data packets that are to be forwarded to the controller. However, future works can consider the use of internal buffering to buffer other data packets as well to avoid packet losses at the switch with limited buffer capacities.
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