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Abstract

The paper presents a performance unalysis. of a
rate-based congestion control mechanism. The switch-

ing capacity of the buffer is finite to reflect real condi-

utilization. Numerical results are given to show that
our analysis 15 correct.

In rate-based control, the tmportant issue ts how

Ying-Dar Lin '

ﬁnrﬁesue, which may be less than the maximum queue

Using a differential equation-approach; we get . .
the closed-form equations of cell loss probability and =~

to determine congestion-occurrence and congestion re-..

lief. The most common method is to set two thresholds

of queue length, o high threshold and a low threskold: -

The values of these two thresholds seriously influence
the system performance. Hence, we present the con-
cept-of best area-to determine how to set the high and
low thresholds to guarantee good-performance, . e
loss probability is zero and utilization is one, if @ is
possible.
to too many connections or.too large propagation de-

cell

When - good performance is not achieved due-

lay, some rules are also_given to prevent unnecessary o

cell-loss and undcr—utzhza‘tzon s o

1 Introduction

The rate-based - flow control. for ‘available bit

~rate(ABR) traffic is-defined in the ATM forum Traf--

fi¢. Management Specification Version 4.0 to-provide
a wide range of non-real time applications [1]. In
this control scheme, the allowed cell transmission rate
of each ABR connection is dynamically regulated by
feedback ‘information from the network [1-3]. If the
network is congested; the source end .decreases its cell
© transmission rate when it receives congestion indica-
tion. Also, the source end increases its cell transmis-
sion rate when congestion-is relieved. The rate-based
control mechanism can efficiently control the connec-
tion flows and utilize the network bandwidth:
Recently several analyses and . simulations have
been conducted for rate-based control schemes [4-7].
These analyses assiime-that ne cell loss occurs at
the switch. Based on this assumption, the maximum
" queue length (buffer requirement) at the switch is de-
rived. However, the switch capacity of a buffer is of
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“length derived. Actually the maximumi queue length

ought not to exceed the buffer size at the switch, and
extra arrival cells will be lost when the buffer is full.
Ini this 'aper we assume the switch capacity of the

‘buffer is finite to reflect the real conditions: Also the

petformiance issues that we are-concerned with change
from the maximum queue length to- cell loss proba-
bility and-utilization. The cell loss probability is an
important parameter of QoS,; and utilizations an im-
portant parameter of network performance. The con-
tribution of this paper is the analysis of rate-based
congestion control. We get the closed-form eguations

" ‘of cell loss. probability and utilization.

In rate-based control; the common method is to set

““two thresholds of queue length to determine conges-

tion occurrence -and congestion relief. The values of

" thése- two thresholds’ vastly influence the system per-

formance. For example, when the high threshold is
large, the switch detects congestion later and thus,
cell loss probability would be larger. . Similarly; when
the low threshold is small, the detection tinde of con-
gestion relief would be late and cause buffer to under-
flow and utilization to drop. Hence some rules, which -
determine how to set the high and low thresholds,
are needed to .avoid unnecessary cell- loss and under-
utilization.

2 Rate-based Control

First we briefly introduce the basic operation of a
close-loop rate-based control algorithm. - The source

" ‘end system (SES) sends a forward Resource Manage-
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ment (RM) cell every Npgpr data cells to probe the
congestion “status of the network: ' The destination
end system (DES) returns the forward RM cell as a
backward RM cell to the SES: Depending on the re-
ceived backward RM cell, SES adjusts its allowed cell
rate (ACR), which is bounded between.Peak cell rate
(PCR) and Minimum cell rate (MCR).



The RM cell contains a I-bit congestion indication
(CI) which is set to zero, and an explicit rate (ER)
field which is set to PCR initially by the SES. De-
pending on the different ways to indicate congestion
status, two types of switches are implemented. One
is the Explicit Forward Congestion Indication (EFCI)
switch, the other is the Explicit Rate (ER) switch. In
the EFCI type, the switch in congestion status sets
the EFCI bit to one (EFCI=1) in the header of each
passing data cells. The DES, if a cell with EFCI=1
has been received, marks the CI bit (CI=1) to indi-
cate congestion in each backward RM cells. In the ER
type, the switch sets the EFCI bit of the RM cells to
indicate whether there is congestion or not, and sets
the ER field to indicate the bandwidth the VC should
use.

When the SES receives a backward RM cell, it mod-
ifies its ACR using additive increase and multiplica-
tive decrease. The new ACR is computed as follows,
depending on CI:

ACR = max(min(ACR+Ngpu-AIR, ER), MCR),if CI=0,

ACR = max(min(ACR-(1— %), ER), MCR),if Cl=1,
where AIR is the additive increase rate and RDF is
the rate decrease factor.

In this paper, we focus on the EFCI switch and use
a simple model as shown in Fig. 1. There are Ny¢
homogeneous traffic sources sharing a bottleneck link
where the bandwidth is BW. We assume that each
SES always has cells to send. This assumption allows
us to investigate the performance of an EFCI switch
in the most stressful situations.

Congestion condition is determined by the switch
according to its queue length. There are two values,
high threshold @ and low threshold @);, which decide
whether congestion occurs or not. When the queue
length exceeds @y, the EFCI bit of passing data cells
is set to one to indicate congestion. Congestion is
relieved when the queue length drops below Q.

Figure 1: Analytic model for the rate-based congestion
control

We define 7, as the propagation delay between the
SES and the switch, and 74 as the propagation de-
lay between the switch and the DES. Also, the feed-
back propagation delay from the switch to the SES
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is denoted by 7;4; and the round trip propagation
delay is denoted by 7. Thus we get the relation
Teds = Tsg + 2724 and 7 = 2(rz + 724). The prop-
agation delay is a critical parameter of system perfor-
mance.

Note that the buffer at the switch is of finite capac-
ity denoted by @p. Due to this fact, the arrival cells
shall be lost when the buffer is full. The act of cell loss
causes the derivation of the dynamic behavior of the
allowed cell rate, ACR(t), and the buffer size, Q(¢),

to have some differences with other previous studies.

3 Basic description

We describe the four elementary phases and four
different cycles in this section. A cycle is composed
of some elementary phases. Depending on the various
compositions of the phases, four different cycles are
constructed.

3.1 Elementary phases

The evolution of the ACR can be characterized into
four elementary phases differentiated by (1) the in-
crease or decrease of the ACR, and (2) the speed of
the increase or decrease. The speed of adjustment is
determined by the rate RM cells are received in the
SES. Meanwhile, this rate is influenced by the status
of the buffer 7.4, time units before. So actually the
evolution of the ACR is partitioned into four phases
depending on the ACR(t) and Q(f — Teds).
e Phase 1: ACR(t) T, Q(t — 7z45) > 0

During this period, each SES receives the backward
RM cells with CI=0 at constant rate BW/Nv¢cNgas-
When a backward RM cell is received, the SES in-
creases its ACR by Nrap AIR, to a rate not greater
than PCR. We use a continuous time approximation
to model this discrete increase for simplicity. This ap-
proximation is accurate to characterize the dynamic
behavior of rate-base control [7]. Thus the following
differential equation for ACR;(t) is given by

dACR,(t) _ Bw. AIR
dit - Nvce !

which gives

BW - AIR
ve

e Phase 2: ACR(t) |, Q(t — 754s) < @B

During this period, each SES receives the backward
RM cells with CI=1 at constant rate BW/Ny ¢ Ngas.
When a backward RM cell is received, the SES reduces
its ACRby Ngpy ACR/RDF | to a rate not lower than
MCR. We thus have the following continuous approx-
imation for AC'Ra(t).

ACR;(t) = min(ACR; (0) + t,PCR). (1)

BW

dACR,(1) _
- NvcRDF'

= —-ACR, (t)

which gives

ACRa(t) = maz(ACRy(0)e” "o #OF' MCR).  (2)



o Phase 3. ACR(t) T QU =Twas) =0

- When- the buffer .is empty, the switch is not fully
utilized. In order not to waste the bandwidth with idle -
time, we ought to avoid the otcurrence of this phase..
In thls phase, RM cells arrive at the SES depending -

on'its-own rate 't time before:“i.e. ACR3(t ~ ). So
the dlfferentral equatlon for AC’Rg(t) is glven‘by ‘

dAﬁgdﬂ ACRdt—T)fUR 4h4.‘4
Which;givies: . 7 ' S N
ACRs(t) = min(AC R, (0)e™, PCR),

where Jis grven as the root of the equatlon ﬁ
AIRe=F7
e Phase 4: ACR(t) l Q(t — Tpds) = QB

When the buffer is full, the arrival cells are d1s—w,f
carded at the switch. In order ot to waste the band—‘;
width with retransmission of the lost cells, ‘we also,
hope ot to enter this phase. In” this’ phase although'

the cell loss: happens, ‘the number of data cells be-

tween two consecutive RM:cells can be approxrmated 7

as Ny because data cells and RM cells are both dis-

carded in the switch when buffer is full. The approxi- .
mation causes the easier analysisyand itiis:verified as-
Thus the arriving rate of RM:
cells at the SES ‘s BW/NVCNRM The behavror of:

a good: approach {8].

ACR during this phase 1s: glven by

~dACR4ﬂ
dt

BW’”"

AOR4 (t) m

Whlch grves

ACR“t) = l7m1:(AC’R4 (O)e NVCRDF MC’R)
the same, we differentiate between them since there is
different meaning: -

Note the MCR and PC’R are not con31dered in the
analysis below since we assume MCR = 0 and PCR =
BW. The analysis of MCR > 0 or PCR <.BW can

be expanded from our ana.lysrs but the equations are
more complex.

3.2  Various cycles
According to.the elementary phases described in

the last subséction, four différent” cycles are con-*

structed. In"all four ‘cycles, phase ¥ and phase 2 are

the essential phases. The cycles are d1fferent1ated by ‘

whetlier phase:3 and- phase 4 occur or not
e Beést: cycle-

~This perfect cycle is composed of phase 1 and phase
2. They occur alternatively as Fig.. 2. When the queue-

length is below the low threshold, i.e., at the time tQ:,
congestion igrelieved in the switch and this congestion
relief signal will-arrive at’the SES -after-the propaga-
tion delay 7p4,. Then the SES increases its AC'R and

phase 1'begins. For convenience in explaining the time.

shift between ACR(t) and Q(t) caused by the propa-
gation delay; we use the t+ and £~ to denote the’ “after

: (3):?

c 4
Although the equatrons of phase 2 and. phase 4. are'

Teds. . aNd. ”before Tsp . time umits from the mmet Te-
spectlvely So the phase 1 begrns at tQ )8

the: begmnmg trme of phase 2 is. tt . Where tQh is thei;:

time that queue length exceeds. Qh ,
Let to- and t1-be two time stamps for our analysrs

: At the tlme to and tl, ACR is equal to BW/NVC
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Figure 3: Evolution of ACR and Qin worst cycle

o Worst cycle :

Phase 3 and 4 occurs in this Worst case. The cycle
behaves as in.Fig: 3. In this figure, phase 4 mterrupts
phase 2 andphase 3. interrupts phase 1.”

When the queue length exceeds @z, cell loss starts.
Hence phase 4 begins at the t}_, and consequently,

the ending time of phase 4 is after + from 1o “This is
because the aggregate cell arrival rate at the switch is
below: the bandwidth- BW at:time {y; and the: queue
starts to decrease after the propagation delay between:
the SES and the switch, 7. Similarly, the beglnmng
timeof phase 3 is tQ , Where tg, is the time'that queue
length reaches zéro, and the endmg trme of phase 3is
T fime umts after the tlme tl :



e Cell-loss cycle :

During this cycle, phase 4 occurs and phase 3 does
not occur. From Fig. 2 and 3, the sequence of this
cycle is phase 1-2-4-2. Also, the beginning time of
each phase is obtained in the same way as before.

o Under-utilization cycle :

Phase 3 occurs and phase 4 does not occur in this

cycle. The sequence of this cycle is phase 1-3-1-2.

4 Steady State Analysis

If we do not carefully choose Q5 and @, not only do
the phase 3 and 4 occur, but also the duration of each
becomes longer, i.e., more bandwidth is wasted. In
this section, we investigate how to choose the Q5 and
Q1 to prevent the system falling into the worst cycle.
First we study the minimum queue length, @m;n, and
maximum queue length, Qmes.
4.1 Minimum and maximum queue

length

In this subsection, the queue length at the switches,
Q(ﬁ), is not limited, no matter what the value of exact
buffer size and minus queue length is, i.e., the derived
maximum queue might be larger than the buffer size,
and the derived minimum queue size might be less
than zero.
e Minimum queue length

At time %o, the aggregate cell arrival rate at the
switch is below bandwidth, BW, and queue starts to
decrease after the propagation delay between the SES
and the switch, 7,,. After the time Atg,, the buffer
content reaches the low threshold, @;, and the ACR
at the SES stops decreasing at ta. Although this

period crosses phase 2 and phase 4, the same dynamic
behavior exists for phase 2 and phase 4. Thus we have

Atg, ___BW ___,
/ BW(1 — e v FOF )it = min(Qmaz, @5) — Q1.
[¢]
Hence the time interval Atg, is got as the root of above
equation. The minimum rate, AC Rymn;n, is given by

AC R = BW 6——”‘,5"; F(AtQ1+‘r)'
Nve

Let ACR;,(t) be the evolution of the ACR from time
tg, which is given by

BW
Nve

At the time that the ACR becomes minimum, the
SES begins to increase its ACR and the system enters
phase 1. After the time Aty ., the aggregate cell

arrival at the switch is over BW. Hence we get

BW — Nyc - ACRmin
BW . AIR

Now the minimum queue length, Qmin, is given by

- BW_ __,;
e Nvc EDF ',

ACRy, (1) =

Atamin =

Ath-f-‘r
Qmin = min(Qma:ry QB)_‘/ (BW‘_NVCACRto(t))dt
0
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Atamin
-~ / (BW — Nvc - ACRy(t))dt.
0

Using ACR1{0) = ACRnmin, Alg, Atc_zmm, and
AC R, (t) from the above equations, finally we have

Qmin = Qi —1-BW

-—BW . ———BW
4+Nve - RDF - ¢~ Nvc -RDF Atg, (1 - ¢ Nvc RDF ")

(BW — Nyc - ACRmin)? 5
B 2.BW - AIR : (5)
o Mazimum queue length
Similarly, we can obtain the derivation of maximum
queue length. First we get the equation of the inter-
val, Atg,, which is the time that the queue length
increases from Qmin t0 @p. Since the increasing rate
of ACR at each SES is BW - AIR/Ny¢ from equation
1, we get

2(Qn = Qmin)
BW . AIR

The maximum rate, AC R4z, 1s given by

Atg, =

ACRma.:r = —‘BW—‘(I + AIR . (T -+ AtQh))
Nve

At the time that the ACR becomes maximum, the
SES begins to decrease its ACR and the system en-
ters phase 2. After the time Aty the aggregate
cell arrival at the switch is below BW, and the queue
length begins to decrease. So we have

——BW____A;”
ACRmaxe NycRDF = "Qmax —_—BW/NVC,

which is solved as

_NVC-RDFIO . BW
BW gNVC N ACRma:r )

Atamu:c =

Now the maximum queue length, @mqaz, Is given by

AtQh+’r
Qmaa: = Qmin +/ (BW . AIR . t)dt
0

Atamu‘r
+f (ch . ACRz(t) — BW)dt.
0

Using ACRy(0) = ACRpmaz, Alg,, Atg .. and
ACR»(t) from above equation, finally we have

Qmaz = Qn + 7 -v/2(Qn — Qmin) - BW - AIR

?.BW .- AIR
+—-..————
2
BW N - AC Rmax
+Nvc-RDF(log( Noo ACE )+ ve s -1).
(6)



4.2 Cell loss probability and’ utilization

In the last subsection the derived maximum queue
might be larger than the buffer size, @p, and the de-
rived minirum queue size might be:less:than zero.
Now the cell loss probability and utilization of four
various cycles, described in the subsection 3.2, are cal-
culated. o
e Best cycle: @mas < B and szn >0

In thiscycle, the maximum queue length'is less:than
the buffer size'in the switch. ‘Also the minimumrgueue
Jength is larger than zero. In this perfect case, cell loss
probability is zero, Pioss = 0, and utilization is one,
p=1. oS T
o Worst cycle: Qmar > @B and Qpisn < 08 -

- The events. of cell-loss. ‘and under-utilization, occur

in this worst case. As we know,.when the maximum
queue length is larger than the buffer size, the system
enters phase 4 and some cells are lost to keep the max-
imum queue length as buffer size.”Similarly, when the
minifum queue length is less than zero, the ‘system

enters phase 3 and some bandwidth is wasted because -

of the idle time. In order to fit this case, we need to
re-derive the above equations.” Due to lack of space,
the derivation is skipped and the detail is shown in [8].
o Cell-loss cycle: Qmar > Qp and Qpiin >0 70

For the cycle where phase 4 occurs and phase 3
does not_occur, utilization is one, p = 1, and cell loss
probability is directly computed from the worst cases.
o Under-utilization cycle : Quar < @p and Qumin >0
“For the cycle where phase 3 occurs and phase 4 does
not oeécur: “cell Toss: probability iszers; Piyss =0, and
- utilization is directly computed from the worst cases.
4.3 - Choice of @y and Q- =~ - Bl

That Qmin 15 influenced directly by Qy-isiobviously
observed from above equations. Meanwhile, Qyip 18
also influenced by AC Rpin; -which is determined by
min(Qp, @mas). Hence we use the function f to de-

note the complex expressions. Similarly let g be the

function to calculate Qmaz.
Quin = F(Q1, min(Q5, Qmaz)
o Qmacp\ = g(Qh,maX(Q, szn))

To keep the system operating in the best cycle, we
define ”best area” to determine how to set- the high
and low thresholds. When the point of high and low
thresholds is located in the best area, good perfor-
mance is guaranteed, namely, utilization is one and
cell loss probability is zero. Note the best area may
not exist if Ny ¢ or 7 is large. L

First we get two thresholds @ and @} by solv-
ing the equation 0= f(Q},Qp) and @z = g(Q5,0).
The best area can be obtalned according to'Qf or Q.
Nonetheless, the same best area is obtained whether
according to Q% or Q. Below we only discuss the
solution according to é* : S

Case 1: Qn = z > (% : In this case, Qm;, must
be larger than zero to avoid cell loss. That is, the
expected value Q2;, is-the solution of the equation
Qs =9(2,Q%;,). Also we get Q) by solving Q2. =
F(Q, Q). Therefore we-get the best area (Qn =
17, [Q?) l’])

Case 2: Q) = = < @ : In this case; the main
concern-isto avoid.the occurrence of undersutilization.
We get Q% by selving the equation Q. = g@qn,,Og;,
and-get @ ‘by: solving the-equation 0 =+ (T?,‘,’mx
Therefore we-get the best-area (@ = &, [@F52]):

Looking at figure 4, we partition space into five ar-
eas. If (Qp, Qi) is located in'the: area ”Best”, the
system shall operate in the best cycle. If @n > Q3
and Q1 < Q7F, that causes Qpiae > @p and @min < 0,
the worsh cycle oceurs: ‘Similarly, areas” Cell-loss” and
»Under-utilization” ‘are corresponding to the: cell-loss
cycle and under-utilization cyele, respectively.” Area
"Nonzexist” does mot exist because ‘we' can 1ot set

Qun<Qi-

o Rules:

1: When @ > @5, good performance can be
achieved. We set (Qr; Q) to locate inthe:best area.
Also to provide more number of connections:and larger
propagation delay, we ought to:set. (Qn, Q1) to-close
the center point-of the best area-as much-as possible.
2% When' @ < Qf,_good,pgarf@rmancgizca;un;,p;étf;bé
achieved.. When. we feel the: effect: of cell-loss 1s.more
serjous’ than the effect of under-utilization, such as
loss-sensitive applications, we set (Qr = QF, Q1 =Q})
to avoid cell Toss. - - T TR
~.3: When @} < Q7 and appligatior}s are- delay-
sensitive, we set (Qn = @, Q1 = Q) to avoid under-
utilization.. . .. . o

2500
2000 " Non-exist
;B 15001
édl—less
1000
. Best
500 Gh&X
Undex-Utlhzation Worst
560 1000 1500 T 2000 0 28007 - 8K
. an L

Figure 4: Five areas to determine @5 -and Q.

5 Simulation and Discussion AR

Some examples are presented to .show the.cor-
rectness of our analysis of cell loss probability and
utilization. The parameters of the overall systems
are set to Ny =10, BW=155Mbps, PC'R=155Mbps,
ICR=PCR/20, = AIR=PCR/2048, = RDF=512,
Top i Toas=1:3,77=0.2ms, Nry=32, @5=3000, Qs =
2500, and: Q=500 R TR T T T TR
- Figure 5 shows the cell loss probabilityas a function
of the high thresheld. There is a good agreement be-
tween the analytical and simulation results, which are
shown by circles. The small gaps are due to the con-
tinuous timeé approach and the synchrondus assump-
tion in the analysis. When Q) is set too high, Pioss
increases: This is beecause the detection:time of con-
gestion is too late. Also as Ny becomes larger, cell

.. loss probability is larger. When Ny ¢ becomes big, the
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“inereage speed of total allowed cell rate, Ny - ACR,



does not change, that is, the speed is still BW - AIR.
Hence the maximum total ACR (Nv ¢ ~ACRm(w1) does
not change. However, the decrease speed of total ACR
slows down. Therefore, Atg,, the interval of ACR be-
tween AC R4, and BW/Ny ¢, is longer. The longer
Atg, causes Pp,, to rise. Also, when 7 becomes
longer, ACRpq; and Atg, grow. The growth leads
P, to increase.

Actually the value of @5 not only directly influences
Qmaz, but also indirectly influences @Qpin. Hence we
also observe the influence of );, on the utilization in
Fig. 6. In the case with no cell loss, utilization drops
quickly when @)}, increases. However, in the case with
cell loss, p rises slightly when @ increases. As we
know, the increment of @ directly causes Qqr to
uprise. In the case with no cell loss, the increment of
Qmaz Will cause Qi and p to drop. But in the case
with cell loss, @i is influenced by @ s, not by Qmaz-
Hence the wasted bandwidth of under-utilization does
not change. However, the increment of (5 causes
Atg, to last longer. Hence the total cycle time is
longer and thus, utilization increases.

Note that the case of Ny =20, 7=0.2ms has no cell
loss. This is because @} is less than @, which is 500
in this experiment. Similarly there is no cell loss in
the case of Ny¢=10, 7=0.02ms.

——— Nve=10,delay=0.2ms
Nves10,delay=0.02ms
02F s Nve=10,delay=2ms

------- Nves5,delay=0.2ms
——== Nve=20,delay=0.2ms

A
N ° °

—— Nve=10delay=02im

§ 03|
0,075 .

.......... Nvce10,dolays0.02ms '~.. °
— Nvo=10,detay=2ma

N Nve=5 dolay=0.2ms
-]

- ~o- Nou20delay=02ms

0.965] //
o

09|

1500 2000 2500

an

1000

Figure 6: Influence of @y on p (Q;=500)

We observe the influence of the number of connec-
tions and the round-trip propagation delay, on the
best area in Fig. 7. When Ny¢ becomes large, the
best area shrinks, and the center point of the area
slightly drops. Similarly, when r becomes large, the
best area shrinks. In this case, however, the center
point of the area does not drop. The best area of
Nvc = 10,7 = 2ms is empty because of Q} < Q7.
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] 500

1000 1500 2000 2500 3000
an

Figure 7: Comparison of best areas among different
Nyc and 7

6 Conclusion

In this paper, an analysis for rate-based congestion
control is provided. The equations of cell loss proba-
bility and utilization are derived. When the number
of sources increases, the cell loss probability increases
and utilization increases. However, when the propa-
gation delay becomes large, the cell loss probability
increases and utilization decreases.

The concept of ”best area” help us to determine
the high and low thresholds. By setting the high
and low thresholds in the best area, the system can
achieve good performance. When the number of con-
nections becomes larger or the propagation delay be-
comes longer, the best area shrinks. When the best
area shrinks to empty, cell-loss or under-utilization is
unavoidable. Nevertheless, rule 2 and 3 are provided
to prevent unnecessary cell-loss or under-utilization.
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