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Abstract

Cloud and Edge computing paradigms provide storage and computing services to traditional and Internet of Things devices. One computing platform is not suitable to fulfill the requirements of all IoT devices because of their heterogeneity. In this regard, a federation of various computing paradigms has been emerging, in which a user (first party) with an account on one computing platform (second party) can access the services provided by another computing platform (third party federated with the first computing platform). The user needs to authenticate itself with the third-party computing platform which does not have user credentials. This work proposes a transparent and standard-compliant proxy-based federated authentication for solving the third-party authentication problem in federated cloud and edge computing paradigms. Transparency allows cloud and edge operators to deploy this proxy without having to change the existing authentication protocols. Experimental results illustrate that, as compared with the concatenation of authentication protocols in cloud and edge, proxy-based federated authentication of edge-to-cloud and cloud-to-edge can reduce the authentication delay time by 27.7 percent and 37.9 percent, respectively, and it is also standard compliant.

Introduction

With the dramatic growth of IoT, the amount of data is increasing explosively and in order to process all that data, computational offloading is an appropriate method [1]. Cloud and Edge are computing platforms, which are suitable solutions for computational offloading. Cloud computing supplies on-demand and broad network access to a shared pool of computing resources. However, a cloud is normally far from the data source and introduces latency in IoT systems. Some of the IoT services may require real-time processing which makes cloud computing inappropriate for those services. Edge computing is more suitable than cloud computing in such cases. Edge computing was developed from the European Telecommunication Standards Institute’s (ETSI, https://www.etsi.org/) idea of capabilities of virtualization into the mobile network operators [2]. Edge computing can also provide services as a cloud platform but with less computing power and capacity. Although the edge computing paradigm provides less computing power and capacity than cloud computing, it offers reduced latency as it is closer to IoT devices. Consequently, both cloud and edge play an important role in the deployment of IoT.

A federation of computing platforms then comes into play in order to provide the best of both computing paradigms to the devices. This is a technology which permits service providers to share their virtual infrastructure [3]. Thus, such a federation is like a big computing platform which can satisfy the users’ various demands (requirements). A user may access cloud and edge simultaneously for various requirements, such as powerful computation or low latency. The federation allows customers to access the requested service without limitation to each computing paradigm. This federation between cloud and edge then exploits their respective strengths and to reduce their weaknesses. Moreover, a federation allows customers to use the account provided by their home provider to access another provider’s service. The federation opens up many new opportunities and challenges, such as user authentication, secure data transfer, and secure software interface, among which authentication is the most important one. In the federation, a user may access a number of applications of providers without having an account on those computing platforms. This, however, leads to one problem: how can providers authenticate user identity without a user account? Third-party authentication [4] is the solution to this problem and relies on the trust between service provider (i.e., the foreign service provider) and an authentication provider (i.e., home service provider). If the third-party authentication process is able to confirm the authentication of users successfully, users are also authenticated to the service provider. As a federation can be established between different computing platforms, in this research, we consider a federation proxy between these platforms to provide third-party federated authentication between a foreign service provider and a home service provider.

In this work, we consider all possible federation scenarios and provide a solution for cases when the user account is in either edge or cloud. The main idea is to glue existing authentication protocols in cloud and edge to support both environments. We propose a federation proxy for gluing the protocols. Simulation results show that our
proposed federation proxy provides transparent and seamless authentication. The rest of the article is organized as follows. First, we review the related work and present the main challenges for a cloud-edge federation. Then we explain the proposed federated proxy solution for the problem, and provide the results. In conclusion, we introduce some suggestions for future work.

RELATED WORK

There are two strategies for authentication in a federation of cloud and edge. One is to create a completely new protocol for third-party federated authentication. However, this is impractical since service providers will not be willing to change their commercial systems. Another option is to combine existing authentication protocols in the cloud with the authentication protocols in the edge that are governed by the 3rd Generation Partnership Project (3GPP, https://www.3gpp.org/) and glue them together so that the changes to the existing cloud and edge system are minimized. The existing protocols for authentication in the cloud and edge (as governed by 3GPP) are OpenID Connect (OIDC) and Evolved Packet System-Authentication and Key Agreement (EPS-AKA). Several studies have researched federated authentication protocols, among which few works [5-9] are about authentication in a cloud-cloud federation, while some are about the federated authentication in cloud and edge. A comparison of protocols used for authentication in cloud and edge federated environments is provided in Table 1. These studies are compared on the basis of their objectives, the protocols involved, considered scenarios, transparency and whether they use a middlebox approach or not. The objectives of some of these studies are security and mobility as well, but they all consider federated authentication. The scenario column shows the computing platforms which are considered in the federation: C-E means cloud to cloud federation, and E-C means edge to cloud federation scenario where the user has an account on edge and C-E means cloud to edge federation scenario where the user has an account on the cloud. The middlebox approach column indicates whether or not the listed studies consider a middlebox approach in their solutions. A middlebox reduces the deployment costs and is easy to install as it does not require any modifications to existing protocols or infrastructure, and it also provides transparency. It can be seen that all the documented studies do not use a middlebox approach and do not provide transparency contrary to our proposed protocol. Wantanabe and Tanaka [10] introduced a federation method relying on OpenID (protocol that allows usage of a single set of user credentials for accessing multiple sites) and a cellular phone to guard user privacy. The user’s cellular phone communicates with the User Equipment (UE), which wants to access the service. In this case, the UE is a computer. They designed a federated authentication provider to process the authentication request of the UE sent from the cell phone. The limitation of this work is the need of the manual steps between the UE and the cellular phone. In addition, this work makes changes in the original protocol of OIDC which introduce delay in the authentication process.

<table>
<thead>
<tr>
<th>Works on SSO</th>
<th>Objective</th>
<th>Protocols</th>
<th>Middle box approach</th>
<th>Transparent</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10]</td>
<td>Security</td>
<td>OpenID</td>
<td>No</td>
<td>No</td>
<td>E-C</td>
</tr>
<tr>
<td>[11]</td>
<td>Seamless auth.</td>
<td>SAML, GBA</td>
<td>No</td>
<td>No</td>
<td>E-C</td>
</tr>
<tr>
<td>[12]</td>
<td>Seamless auth.</td>
<td>New protocol</td>
<td>No</td>
<td>No</td>
<td>E-C</td>
</tr>
<tr>
<td>[13]</td>
<td>Security</td>
<td>OAuth2.0</td>
<td>No</td>
<td>No</td>
<td>C-C</td>
</tr>
<tr>
<td>[14]</td>
<td>Support mobility</td>
<td>Kerberos</td>
<td>No</td>
<td>No</td>
<td>C-C</td>
</tr>
<tr>
<td>[15]</td>
<td>Security</td>
<td>OIDC</td>
<td>No</td>
<td>No</td>
<td>C-C</td>
</tr>
<tr>
<td>Ours</td>
<td>Seamless auth.</td>
<td>OIDC, EPSAKA</td>
<td>Yes</td>
<td>Yes</td>
<td>C-E, E-C</td>
</tr>
</tbody>
</table>

Table 1: Comparison of third-party authentication protocols between cloud and edge.

Friese et al. [11] considered the use cases and technical approach for authentication from IP Multimedia Subsystem (IMS) to Internet identity. In the article, the authors proposed a Single Sign On (SSO) protocol, which is a combination of 3GPP Generic Bootstrapping Architecture (GBA) and Security Assertion Markup Language (SAML). IMS authentication, in this case, is reused to be the third-party authentication on the Internet. However, it still lacks third-party authentication with the 3GPP services, which are not based on IMS architecture. In addition, they did not deal with how a user is verified without Universal Subscriber Identity Module (USIM), even though the non-3GPP access would be popular in a 5G environment. Furthermore, no specific solution was addressed in the article for the mismatch issue when integrating two authentication protocols from different computing platforms. The solution we propose is a transparent proxy-based federated authentication approach for a cloud and edge federation using existing authentication protocols. The proposed solution does not require any changes to the existing protocols and is better than other existing federated authentication mechanisms.

PROBLEMS: CLOUD-TO-EDGE AND EDGE-TO-CLOUD

In this section, we will explain the problem and authentication model in detail. Our authentication model consists of three parties: the user as the first party, a home service provider as the second, and a foreign service provider as the third. Our purpose is to provide authentication to the first party in order to access the services provided by the third party by using the account of the second party. The user account can either be in edge or cloud which gives us two scenarios for authentication, as shown in Figs. 1a and 1b. In the first scenario (Fig. 1a) edge is the third party, which contains the service that the user desires. A cloud service provider is the second party, which stores the user’s credentials. The edge and cloud are assumed to be federated with each other, and the user has no account on the edge, but desires to access a service here. The objective is to provide edge services to the user who does not have any account there but is a subscriber to the cloud. We call this the cloud-to-edge scenario. The second scenario (Fig. 1b) is similar to the first, but now the edge and cloud are the second and third parties, respectively. In this scenario, the user has no account on the cloud, but wants to use services on...
this cloud. The user, in this case, has an account only in the edge. Hence, the objective is to provide cloud services to the user who is a subscriber of an edge deployed by some cellular network provider. We call this the edge-to-cloud scenario. The cloud-to-edge scenario might be unpopular, but it is necessary to consider this scenario as such a connection is possible in a federation.

There are multiple issues that arise from these scenarios, such as: The authentication of the user between edge and cloud service provider, design of communication intermediary between edge and cloud service provider, and the way to glue different authentication protocols and message contents between edge and cloud service provider. The authentication protocol in cloud is deployed in an application layer while the authentication protocol in edge (as governed by 3GPP) is in a network layer. This causes a conflict of controlling signals while combining authentication protocols of two sides together. The difference between components and environment also has to be taken into account. As the authentication in edge is handled by the 3GPP cellular network, we have to consider the 3GPP entities that participate in the authentication process, which are the gateways, Mobility Management Entity (MME), and Home Subscriber Server (HSS). On the other hand, an authentication server typically responds to authentication in cloud.

The message content between authentication entities in a 3GPP cellular network is totally different from the authentication message in a cloud which causes a message mismatch. We need to solve such a message mismatch to achieve third-party authentication by gluing the two protocols together. The authentication process adopted by OpenID connect (OIDC: authentication protocol in cloud) is simpler than the EPS-AKA protocol (authentication protocol in edge). Thus, we need to design an appropriate protocol through appropriate mapping of messages between cloud and edge.

**Solution: Federation Proxy with Four Roles**

To solve the issues discussed in the previous section, we propose a proxy-based federated authentication between the cloud and edge. The proxy is divided into two parts in each scenario of a cloud-edge federation where each part communicates with edge side or cloud side. Therefore, the cloud and edge can transparently communicate with the proxy without any modifications. Figures 1c and 1d show the architecture of the proposed solution for cloud-to-edge and edge-to-cloud scenarios. The current cloud service providers do not support SIM cards and we assume that a cloud provider will support the embedded Subscriber Identity Module (eSIM) in the near future. The service that UE desires to access is in a foreign edge deployed by 3GPP cellular network where UE has no account. The authentication, in this case, is based on roaming authentication. Thus, one side of the proxy is virtual HSS and needs to communicate with visited MME (vMME) via protocol s6a. The user communicates with the vMME through evolved Node B (eNodeB).

To obtain the user information from the cloud, the proxy needs to establish a secured tunnel to the cloud by using public-key cryptography. After
that, the proxy needs to communicate with the home cloud, so the other part of the proxy will pretend to be a virtual user, which can be seen in Fig. 1c. On the other hand, Fig. 1d represents the architecture of the edge-to-cloud scenario. In this case, SIM can be either eSIM or Universal Integrated Circuit Card (UICC). OIDC is the protocol used among UE, cloud and proxy. Hence, one part of the proxy is an OIDC Provider (OP) which acts as the identity provider in OIDC and is able to connect with the cloud. The other part of the proxy plays the role of a virtual UE, which emulates the typical UE and connects with the 3GPP cellular network because EPS-AKA is used as the authentication protocol between proxy and edge.

**Cloud-to-Edge**

In the cloud-to-edge scenario, the UE wants to access the services provided by the edge but the account information is in the cloud. The UE will contact the MME of the visited edge which will, in turn, contact the virtual HSS in the proxy as the UE is foreign to the cellular network. The proxy will play the role of a virtual user at the cloud side, obtain the user information from the cloud, give it to the virtual HSS which will return it to the visited MME. In this way, the 3GPP cellular network, which deployed the edge, will think of the whole process as roaming authentication, as it only had to contact with the home HSS of the user. This whole process is divided into three stages where each stage has multiple messages, as shown in the Fig. 2a.

**Authentication Information Request Stage (Steps 1 to 4):** In this stage, the International Mobile Subscriber identity (IMSI) of the subscriber is sent in the authentication request message through the visited MME to the home HSS, which is a virtual HSS by proxy. The virtual HSS forwards the IMSI to the virtual user part in the proxy by an authentication request message. This sends out another authentication request to the subscriber server in home cloud, based on a normal web login session. A mapping table is designed in the proxy that maps IMSI to ID and password (stored in the proxy) and stores other necessary parameters to communicate with both sides. Here, the home cloud verifies the IMSI. If the IMSI matches with IMSI in user data base, the cloud replies to the proxy.

**Authentication Info Response Stage (Step 5 to Step 8):** With the user’s information, cloud sends claims containing an authentication vector (AV) to a virtual user. In this case, we assume that the home cloud provides eSIM and thus, the home cloud stores the challenge to verify eSIM. The challenge claims include AUTN || RAND, and XRES. Once the virtual user receives the AV, it forwards it to the virtual HSS in proxy. From this step, the authentication is the same as EPS-AKA. Virtual HSS sends AUTN || RAND, and XRES to the visited MME, which retains the XRES and then sends out the AUTN || RAND to UE. Here, eSIM verifies the AUTN for authentication, and then calculates the RES with RAND.

**Authentication Confirmation Stage (Step 9 to Step 12):** After stage 2, UE forwards the RES in an authentication response to the visited MME which compares RES and XRES to authenticate UE. One confirmation message (200 OK) is sent back to UE. After this step, the mutual authentication between UE and visited 3GPP cellular network (which deploys the edge) is complete. However, the cloud also needs to know that the UE has been authenticated. Therefore, proxy sends an update location message to the home cloud. This message announces not only the UE authentication but also the new MME that the UE is being attached to. After this stage, the cloud and the UE complete the mutual authentication.

**Edge-to-Cloud**

In an edge-to-cloud scenario, the UE wants to access the services provided by the cloud and has the account information in the HSS of the 3GPP cellular network that has deployed the edge. The UE, having eSIM, will contact the cloud service provider which is the relying party (RP) in this case. This cloud service provider will contact the Identity provider (IdP) in the proxy as per OIDC, which is also named as OIDC provider (OP). The proxy will play the role of Identity provider at the cloud side, and the virtual UE at the edge side. The proxy will pretend to be the UE and will connect with the HSS through MME and obtain the user authentication information and will provide it to the identity provider which will, in turn, pass it to the cloud service provider. In this way, the whole process is transparent for both the cloud and the edge. This process is divided into three stages, where each stage has multiple messages, as shown in Fig. 2b.

**Authentication information request stage (Step 1 to Step 5):** Initially, the UE sends the service request to the service provider which provides the identity service to the UE. Here, the UE chooses the third-party authentication service supplied by a mobile network provider. The IMSI in USIM is sent as a kind of user ID to OP. After that, proxy with a virtual UE forwards IMSI to the home core network as an authentication request.

**Authentication Info Response Stage (Step 6 to Step 12):** After receiving the authentication request, the core network sends back an authentication response, which contains RAND || AUTN and XRES. MME stores the XRES, and forwards the challenge RAND || AUTN to the proxy. The proxy continues forwarding the challenge to the UE. After verifying the AUTN, the UE computes RES and sends it back to the proxy. Consecutively, the proxy forwards RES to the MME which compares the RES with XRES to authenticate the UE.

**Authentication Confirmation Stage (Step 13 to Step 16):** After the MME confirms that RES equals XRES, the MME sends an OK message to the proxy. The proxy supplies an authentication token to the UE, which sends it to the service provider. The service provider then authenticates the user by validating an authentication token with OP. If the authentication token is correct, the service provider permits the user to access the service.

The proxy is the vulnerable point of the proposed third-party authentication in both the cases. An attacker can hack it to steal information, hijack the proxy, eavesdrop, or influence the traffic negatively. Therefore, the proxy has an anomaly detector which extracts the log file in the proxy to ascertain if there are any abnormal activities. If a threat is detected, the detector will send an alarm...
to a threat handler that decides a suitable solution for the proxy. The mapping table stored in the proxy can be secured by using hash function. If attacker somehow obtains the IMSI, it will not be able to extract the correct ID and password of UE. Apart from the proxy, threats also occur in the form of malicious UE. If UE is malicious, it may send spoofed requests and intercept a challenge at Steps 1 and 8 of the cloud-to-edge scenario, which is shown in Fig. 2a. A spoofed request can be detected by the home cloud through the user’s IMSI at Step 4 of Fig. 2a. The challenge interception will also be detected at Step 9 of Fig. 2a, as a malicious UE will not be able to generate the correct RES. In the case of an edge-to-cloud scenario, shown in Fig. 2b, a malicious UE can send spoofed requests, intercept challenges, and intercept tokens at Steps 2, 9, and 15, respectively. In this scenario, the issues of spoofed requests and challenge interception can be handled just like the cloud-to-edge scenario and, as in the case of token interception, the OP in proxy will not validate the authentication code at Step 16 of Fig. 2b. UE can also cause denial of service (DoS) which can make service unavailable and it is a fatal threat for commercial networks. To prevent DoS attacks, the number of UE connecting with eNodeB should be restricted.

**Implementation and Results**

We implemented the federation proxy solution for cloud-to-edge and edge-to-cloud on the testbed which is shown in Fig. 3, using four computers and one router. One computer was used as
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**FIGURE 2.** Third-party authentication message flow: a) Cloud-to-Edge scenario; b) Edge-to-Cloud scenario.
UE that contained provisioning information as in a SIM card. It also had User Agent or browser to connect with RP. The second computer was configured as a cloud, which contained OP and RP. The third computer included MME and HSS and the fourth one was the proxy. The proxy computer had four parts, namely virtual HSS, virtual user, virtual UE, and virtual OP. These computers all had intel corei7-7700 processors with 16GB RAM and Ubuntu 16.04 OS. The black line in Fig. 3 illustrates cloud-to-edge connection. The path of cloud-to-edge connection included UE, MME, virtual HSS, RP, and OP. On the other hand, the red line in Fig. 3 represents the connection of edge-to-cloud. The UE, router, cloud, virtual OP, virtual UE, MME, and HSS are the elements of this path. The cloud-to-edge and edge-to-cloud scenarios were implemented on this experimental testbed through the following series of steps: creating a web app by using an OIDC framework; installing a UE on a laptop using CryptoMobile source code; creating an identity provider using the OIDC framework on PC 1; emulating MME and HSS on PC 2; emulating a proxy on PC 3 through virtualization of UE, HSS, and OIDC provider. After implementation, we investigated the following issues: the first was the third-party authentication time to find out the difference between the authentication time taken by our proxy-based federated authentication and the authentication time taken if a user had to authenticate with both parties separately. We identified a bottleneck in the approaches in two scenarios. And lastly, we investigated how we could reduce the delay time of these methods to achieve seamless service.

First, we compared the message overhead and delay time between third-party authentication and two-party authentication. We compared the number of messages exchanged in two proposed scenarios and two normal authentications in edge and in cloud, respectively. The number of messages exchanged for authentication protocols in edge-to-cloud scenario was 16, in cloud-to-edge scenario was 12, in OIDC is 9, and in EPS-AKA 5. The total number of messages exchanged for OIDC and EPS-AKA was two messages more than in the cloud-to-edge authentication protocol and two messages less than in the authentication process in edge-to-cloud. This was reasonable because four messages were exchanged in proxy and were also counted. Figure 4a compares the delay time between the two proposed scenarios and two normal authentications in edge and in cloud in respect of the authentication stages which were mentioned in the previous section. The graphs show that the third-party authentications in edge-to-cloud and cloud-to-edge were reduced 27.7 percent and 37.9 percent of the total authentication time as compared to the concatenation of OIDC and EPS-AKA. The proxy-based federated authentication was compared with the concatenation of OIDC and EPS-AKA because, if the UE application requires services from both the cloud and edge, then UE has to do authentication with both of them, which would be a concatenation of OIDC and EPS-AKA. It can also be seen that authentication time of edge-to-cloud was 16.5 percent longer than cloud-to-edge, because of the four additional messages exchanged in edge-to-cloud than cloud-to-edge protocol.
total delay time in edge-to-cloud and cloud-to-edge, respectively. Therefore, proxy does not significantly affect on the whole delay time.

The bottleneck in both scenarios was caused by the air interface. Figure 5 shows the proportion of time in which UE was involved (UE uses the air interface to communicate) in exchanging messages. Figures 5a, 5b, 5c, and 5d show the delay times for each step of EPS-AKA, OIDC, cloud-to-edge, and edge-to-cloud, respectively. The blue bars indicate those steps involving air interface. It can be clearly seen that delay time on air interface of all these protocols was much higher than non-air interface. In cloud-to-edge authentication time, the time UE participates in the exchange of messages is 76 percent of the total time. In other words, the delay time of air interface covered over three quarters of overall authentication time of the cloud-to-edge scenario. Similarly, the time UE participated in exchange of messages in edge-to-cloud authentication was even higher and constituted the 87 percent of the total time. It is clear that the messages involving air interface were a clear bottleneck in both scenarios.

In air interface steps, the authentication response step took the largest proportion of the total delay time. For EPS-AKA, cloud-to-edge, and edge-to-cloud, the delay time of authentication response step was more than 42 milliseconds. Because the latency of authentication response was much higher (longer) than for other steps, it was the bottleneck of not only EPS-AKA, but also of the cloud-to-edge and edge-to-cloud. The delay time in OIDC was distributed more evenly than with the three other protocols. It can be inferred that cloud-to-edge and edge-to-cloud federated authentication protocols inherited the bottleneck from the authentication response step of the standard EPS-AKA and the delay time of these proposed protocols can be further reduced if the time taken by the authentication response step of EPS-AKA is reduced.

**Conclusions and Future Work**

Cloud and Edge computing paradigms provide computational and storage capabilities but neither one of them is good for heterogeneous IoT devices alone. A cloud-edge federation provides the best of both computing paradigms to IoT devices. A user can use services from different providers while only needing one account on one of the providers in a federation. One of the most important challenges faced in federation is third-party authentication, where users with a subscription to one provider need to access service of another provider. This third-party authentication is challenging because the protocols in edge and cloud computing are different from each other and there is a need to bind them together. In this work, we proposed federated third-party authentication by binding existing authentication protocols in edge and cloud, such as EPS-AKA and OIDC. We designed third-party authentication protocols for two scenarios, cloud-to-edge and edge-to-cloud, depending on the user subscription to cloud and edge, respectively. We proposed the deployment of a proxy to bind these protocols together, and this had four roles, two roles for each scenario. We implemented these proposed protocols on a testbed and results show that the third-party authentications in edge-to-cloud and cloud-to-edge respectively reduced 27.7 percent and 37.9 percent of total authentication time as compared to the sum of EPS-AKA and OIDC. Also, with third-party authentication, we do not need to have two accounts on edge as well as cloud. The latencies of third-party authentication in both cloud-to-edge and edge-to-cloud scenario are significantly higher than the delay time of either EPS-AKA or OIDC because of the air interface. In other words, delay on air interface is the bottleneck of the proposed third-party authentication. As 5G technology includes many new wireless technologies, such as massive MIMO, the delay time on air interface will not be the major problem in near future. This third-party authentication in the cloud-edge federation proposed in this article can also be extended to fourth-party authentication, such as cloud-edge-edge, cloud-cloud-edge and so on.
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