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Service-Sensitive Routing in DiffServ/MPLS Networks

Nai-Bin HSUT,

SUMMARY  This study investigates the problem of unfair-
ness when QoS routing does not consider the mix of traffic classes.
Unfairness is mainly caused by routing different traffic flows of
the same class through paths with extremely different traffic mix-
tures, involving various service classes. Next, a new routing
scheme—Service-sensitive Routing (SSR), which takes the state
of traffic mixture of the various service classes into account, is
proposed. To determine the QoS route for a flow request, SSR
not only considers the available bandwidth and delay of the can-
didate paths, but also considers the mix of traffic classes on the
paths. Additionally, the hybrid granularity routing decision in
SSR scheme is scalable and suitable for the Differentiated Ser-
vices and MPLS networks. Extensive simulations show that SSR
can effectively reduce the variance of the average of queuing de-
lays, for example by approximately 20% to 35% for a moderate
offered load, compared to the shortest path routing. Further-
more, this routing scheme reduces the fractional reward loss and
bandwidth blocking probability.

key words:  service-sensitive, service balance indexr, MPLS,
DiffServ

1. Introduction

The Internet is providing users diverse and essential
Quality of Services (QoS), particularly given the in-
creasing demand for a wide spectrum of network ser-
vices. Many services, previously only provided by tra-
ditional circuit-switched networks, can now be pro-
vided on the Internet. These services, depending on
their inherent characteristics, require certain degrees of
QoS guarantees. Many technologies are therefore be-
ing developed to enhance the QoS capability of IP net-
works. Among these technologies, the Differentiated
Services (DiffServ) [3],[4], [11],[13] and Multi-Protocol
Label Switching (MPLS) [5],[7],[14],[15] are the en-
abling technologies that are paving the way for tomor-
row’s QoS services portfolio.

The DiffServ is based on a simple model where traf-
fic entering a network is classified, policed and possibly
conditioned at the edges of the network, and assigned
to different behavior aggregates. Each behavior aggre-
gate is identified by a single DS codepoint (DSCP). At

Manuscript received December 18, 2000.
Manuscript revised March 19, 2001.
fThe authors are with the Department of Computer
and Information Science, National Chiao Tung University,
Hsinchu, Taiwan.
" The authors are with the Department of Communica-
tion Engineering, National Chiao Tung University, Hsinchu,
Taiwan.

Student Member, Ying-Dar LINT, Mao-Huang LI,

and Tsern-Huei LEE!T, Nonmembers

the core of the network, packets are fast-forwarded ac-
cording to the per-hop behavior (PHB) associated with
the DSCP. By assigning traffic of different classes to
different DSCPs, the DiffServ network provides differ-
ent forwarding treatments and thus different levels of
QoS.

MPLS integrates the label swapping forwarding
paradigm with network layer routing. First, an ex-
plicit path, called the label switched path (LSP), is de-
termined, and established using a signaling protocol.
A label in the packet header, rather than the IP des-
tination address, is then used for making forwarding
decisions in the network. Routers that support MPLS
are called label switched routers (LSRs). The labels
can be assigned to represent routes of various granular-
ities, ranging from as coarse as the destination network
down to the level of each single flow. Moreover, numer-
ous traffic engineering functions have been effectively
achieved by MPLS. When MPLS is combined with Diff-
Serv and constraint-based routing, they become power-
ful and complementary abstractions for QoS provision-
ing in IP backbone networks.

To provide various guarantees to traffic running
over the network, time-sensitive scheduling and QoS
routing mechanisms must also be implemented in the
network elements. Many QoS routing mechanisms have
been proposed [1],[2],[10], [19], and could be incorpo-
rated with DiffServ/MPLS according to and depending
on the QoS objectives and policies of service providers,
such as load balancing. However, a routable QoS path
may not be schedulable. Considering the following ob-
servations: (1) the traffic running over the network
links is continuously fluctuating, (2) the scheduling dis-
ciplines, packet dropping disciplines, and so on config-
ured in each of the network elements are unlikely to
change dynamically with respect to the instantaneous
states of the traffic running over the links in the net-
work.

The outcome if two separate flows of the same ser-
vice class traverse two different routes with significantly
different states of traffic mixture is interesting. Intu-
itively, since the mix of traffic classes is different, the
queue lengths of the same class on the two routes will
also differ. Therefore, the queuing delays and packet
dropping probabilities suffered by these two flows of
the same service class could differ significantly. More-
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over, one of the two flow requests may be impossible to
schedule under the service constraints, while the other
flow may be set up successfully. More details are pre-
sented in the next section. Obviously, this situation is
unfair to the customer who gets worse treatment, since
he is paying the same price for the same class of service
as the other customer.

This study investigates the problem of unfairness
when QoS routing does not consider the mix of traffic
classes. Next, a new routing scheme, Service-sensitive
Routing (SSR), is proposed, which takes the state of
traffic mixture of various service classes into account
when determining the QoS route for a flow request.
Simulation results show that SSR can effectively reduce
the variance of the traffic mixture among all network
links, and thus reduce the unfairness problem in terms
of average queuing delay.

The rest of this paper is organized as follows. Sec-
tion 2 describes the problem of unfairness and the mo-
tivation behind this study by providing an empirical
example. Meanwhile, Sect.3 presents definitions and
the link cost function. Section 4 then describes the
novel routing scheme, and Sect.5 presents simulation
results and a performance evaluation. Finally, Sect.6
concludes this work.

2. Problem and Motivation

To deliver predictable guarantees in a packet network
requires the use of a traffic shaper and a schedul-
ing algorithm in the routers. A shaper smoothes the
burstness of the input traffic. The scheduling algo-
rithm selects the packet to be transmitted in the next
cycle from the available packets of the flows sharing
the output link. Numerous packet scheduling algo-
rithms, such as First In First Out (FIFO), Virtual Clock
(VC) [18], Weighted Fair Queuing (WFQ) [6], Deficit
Round Robin (DRR) [16], and Self-Clocked Fair Queu-
ing (SCFQ) [8] etc. have been developed, each with
distinctive characteristics and performance.

To demonstrate the unfairness problem caused by
traversing different routes with different mixtures of
traffic of various service classes, a simple experiment
was executed. Assume that the traffic shaper and
scheduler are employed in the edge router and scheduler
in the core router. The following definition applies:

Definition 2.1: Given an input flow F’ whose amount
of traffic A(t) < b+rt is satisfied over the ¢ period, then
the flow F is said to conform to a (b,r)-leaky bucket,
where b is the bucket depth and r is the mean rate.

As shown in [9], we obtain the following theorem:

Theorem 1: Given a (b,r)-leaky bucket flow F, then
the maximum end-to-end delay D of the packets of the
flow F satisfies

b Mh
D:DP-FDS-F;—FT, (1)
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where D, is the propagation delay of the routing path,
Dy is the sum of the scheduling delay in each node on
the path, M is the maximum packet size of the flow,
and h is the number of hops of the path.

For an input flow F', the distribution of traffic classes
of the nodes on the routing path, D, suffered by the
flow F' differ, and consequently, the end-to-end delays
of the flow, D, also differ.

Assume two classes of services are offered in the
network, namely C1 and C2. Further assume that
traffic streams of service C'1 and C2 consist of pack-
ets with fixed packet size and exponential inter-arrival
times. Since in the current experiment the problem
is independent of the service discipline, we simply as-
sume that the SCFQ scheduling is used. The SCFQ
scheme uses a virtual time function which depends on
the progress of work in the actual queuing system. De-
tails can be found in [8]. Figure 1 shows the simulation
model in this experiment. According to the DSCP clas-
sification, incoming packets are separated into priority
buffer queues. We assume that queue-1 has a higher
priority than queue-2, and that the capacity of the out-
let server is 100 Mbps.

Table 1 lists the simulation cases. Assume that the
volume of traffic is 66 Mbps in case A and 90 Mbps in
case B. Meanwhile, both cases consist of C'1 and C2
traffic. Each case involves three scenarios with different
ratios of C'1 and C2, as shown in the parentheses. These
scenarios can be viewed as snapshots at different time
points.

Table 1 also lists the simulation results, reveal-
ing different queuing delays for packets of C'1 and C2.
The phenomenon indicates that under different traffic
mix conditions, packets of the same class suffer differ-
ent queuing delays, creating the problem of unfairness.

Incoming traffic queue-1

of class-1

—

Qutgoing traffic
of class-1 & class-2

Incoming tratfic queue-2

of class-2

—

Output link
(e.g. 100 Mbps)

Queuing discipline
(e.g. Self-Clocked Fair Queuing)

Fig.1 Model of scheduling with the mix of traffic classes.

Table 1  Queuing delay under various ratios of traffic,
link=100 Mbps.

case | scen. | C1 traffic | C2 traffic | C'l queuing | C2 queuing
Mbps Mbps delay (us) | delay (us)
AT [22.0 (1/3) | 44.0 (2/3) 82 353
A | A2 |16.5 (1/4)|49.5 (3/4) 55 367
A3 |26.4 (2/5)]39.6 (3/5) 172 273
B1 |30.0 (1/3)[60.0 (2/3) 154 723
B | B2 225 (1/4)|67.5 (3/4) 66 726
B3 |36.0 (2/5) | 54.0 (3/5) 583 374
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Furthermore, comparing the simulation results of cases
A and B reveals that the unfairness problem is worse
as the link utilization is heavy. Other queuing systems,
such as Deficit Round-Robin (DRR) [16], may result in
a more serious unfairness problem.

Existing QoS routing mechanisms do not consider
the state of the traffic mixture when determining a fea-
sible flow path. Thus, flows of the same class could
suffer from being treated very differently in current
routing schemes. This work proposes a new QoS rout-
ing scheme called Service-Sensitive Routing (SSR) to
resolve the unfairness problem presented in the above
example. This routing scheme considers the traffic mix-
ture of links to be part of the cost of determining a fea-
sible route. Therefore, the SSR not only finds a route
with abundant residual capacity for a flow but also bal-
ances the traffic mix and maintains a high degree of
fairness among flows of the same service class.

3. Definitions and Link Cost Function

Consider a DiffServ network consisting of a set of
routers, V, connected by a set of unidirectional links,
E. Such a network is modeled herein as G(V, E) with a
function Cap : E +— Zg, where Cap(e) denotes the ca-
pacity of link e. The DiffServ network handles K traffic
classes, labeled k = 1,..., K. Traffic flows of the same
class are assumed to share the same traffic characteris-
tics and QoS requirements, and the effective bandwidth
required for setting up a class k flow on a link is bg.

Definition 3.1: Given the number of service classes
K offered in a network G(V, E), the Service Balance
Index (SBI) W, of the link e is defined as

"k _ Skl yee R, (2)

where r}, denotes the amount of traffic of class k re-
quested on the link e, s7 denotes the configured ca-
pacity for class k on the link e. The total request
bandwidth of link e is denoted as R® = Zszl r, and
the total service bandwidth of link e is denoted as

S¢ =0 85

Notably, Cap(e) is partitioned into K classes, and
s, can be obtained from the Service Level Agreement
(SLA) contracts signed with customers or from histori-
cal traffic statistics. Additionally, the scheduling disci-
pline, the buffer management, and the queuing policy
of this node are also considered. Index ¥ is used to es-
timate the degree of balance of different traffic classes.

Obviously, as the request ratio (;—%) approaches to the

service ratio (g—%), U, shrinks. That is, if distribution
of traffic load of different classes is perfect, ¥, will be
zero. From the definition of the SBI, we define the link
cost function cost(e) as follows.
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Definition 3.2: Given the number of service classes
K offered in a network G(V, E), the residual bandwidth
is B¢, and the SBI is ¥, of the link e. When a flow
request F' with by requirement arrives at a edge router,
we define the cost of carrying a class k flow on link e
as follows:

1 _ if < B¢
cost(e) = {BE(I*V)’ if by < B, (3)

00, otherwise.

where v = n - AU, is the inflation ratio and n is the
inflation factor. AV, = U (current) — VU (admit F),
is the improvement of SBI if we admit the incoming
request.

The residual bandwidth B€ in this definition is in-
flated by the 4. As the approach in [12], this cost func-
tion considers not only the residual bandwidth, but also
the number of hops on the routing path. Additionally,
cost(e) is sensitive to the mix of service classes of the
links.

The inflation ratio assigned to a link depends on its
mix of traffic classes. When the admission of the flow
and the SBI is reduced, a positive inflation is added
to the residual bandwidth, making the link more at-
tractive to the SSR algorithm. On the other hand, if
the admission of the flow and the SBI are increased, a
negative inflation is added to the residual bandwidth,
making the link less attractive to the SSR algorithm.
Therefore, an important property of this cost function
is that it tracks the mix of traffic conditions and au-
tomatically adapts to find a feasible route which will
balance the traffic in the network.

The sensitivity of the cost function is adjusted by
the value of 7. To be effective, the cost function must
be sufficiently large that the skew (heavy imbalanced)
link becomes unattractive as the path-finding function
is invoked. Furthermore, the change in the value of
the cost function should be smooth. This cost function
is used to compute the route in the following section
and to provide a route that allows the flow to achieve
a greater balance of service classes. Consequently, the
offered traffic will be more schedulable and interoperate
with other technologies, thus delivering a more robust
end-to-end QoS solution.

4. Routing Algorithm and Labeling

This section presents a hybrid granularity scheme us-
ing a routing mark as part of the label in MPLS. Sets
of labels distinguish destination address, service class,
forwarding path, and probably also privacy. In MPLS,
edge devices perform most of the processor-intensive
work, performing application recognition to identify
flows and classify packets according to the network poli-
cies. Herein, when a flow request arrives at an edge
router, it is routed to the nearly best path given the
current network state, where the “best” path is defined
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Fig.2 Routing cache in the Service_Sensitive_Routing.

as the least costly feasible path. Flows between an S-D
pair are routed on several different paths and marked
accordingly at the source and edge routers. Notably,
flows of the same routing path may require different
qualities of service. The core router in a DiffServ do-
main uses the label to determine which output port
(interface) a packet should be forwarded to, and to de-
termine service class. Core devices expedite forwarding
while enforcing QoS levels assigned at the edge.

By limiting the number of routing marks, say to
m, the routing algorithm can route flows between each
S-D pair along a limited number of paths. The route
pinning is enforced by stamping packets of the same
flow with the same mark. Rather than identifying every
single flow, the forwarding process at intermediate or
core routers is simplified by merely checking the label.
The routing cache size of an edge router is bounded to
O(nm), where n is the number of network nodes.

Figure 2 illustrates the format of the routing cache,
which provides a maximum of m feasible routes (LSPs)
between an edge node (s) and each other destination
(diyi=1---n,d; # s). The first path entry m;1, can be
pre-computed, or the path information can be flushed
and computed on-demand under the network adminis-
tration policy. Besides the path list, each path entry in-
cludes the residual bandwidth (width), maximum delay
(delay), and utilization (p). Information on the entry
can be flushed by the management policy, for instance,
refresh timeout or reference counts. Regarding labeling
and forwarding, the approach is scalable and suitable
for the Differentiated Services and MPLS networks.

The algorithm in Fig. 3 describes that upon a flow
request F', the Service_Sensitive_ Routing algorithm first
attempts to extract the least costly feasible path 7 from
the routing cache. If the extraction is negative, the
scheme attempts to compute the least costly feasible
path, termed o. If ¢ is found, Service_Sensitive_ Routing
assigns a new mark to o, inserts this new mark into
the route cache, and then labels/routes the flow re-
quest F' explicitly through o. Meanwhile, if 7 is
found and the path is only lightly utilized, the Ser-
vice_Sensitive_Routing marks the flow F' and routes it
to path w. Otherwise the flow is blocked. If the utiliza-
tion of path p(m) exceeds a pre-defined threshold, say 6,
the Service_Sensitive_Routing can either route F' to a 7
held in the cache, or route F' through a newly computed
path o, whichever is least costly. Consequently, flows
between an S-D pair may be routed on a maximum
of m different paths, where m is the maximum num-
ber of routing classes. In the SSR algorithm, function
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Service_Sensitive_Routing(F, s, d, by, D)
flow F; /* from s to d with req. b, and D, */
cache entry II(s, d);/* set of routing paths from s to d */
extracted path T;
computed path o;
Begin
initiate cost(NULL) «— oo
extract 7 € II(s, d)
that cost(m) is the least & satisfy constraint
{ width(m) > by, delay(m) < Dy, ... }
case (7 not found):
o «— FindRouteLeastCost(s,d, by, Dy)
if (o not found) then “path not found”
insert/replace(o, II(s, d)),
label(F) & route(F) through o
case (7 is found):
if (p(m) lightly utilized) then
label(F') & route(F) to =
endif
o «— FindRouteLeastCost(s,d, by, Dy)
if (o not found) then “path not found”
if (cost(o) < cost(w)) then /* o better */
insert/replace(o, I1(s, d)),
label(F') & route(F) through o
else /* m better */
label(F) & route(F) to m
endif
End

Fig.3 Algorithm of the Service_Sensitive_Routing.

FindRouteLeastCost computes the least cost path using
the inflated link state database based on the service-
sensitive function in Sect. 3. Additionally, constrained
shortest path or widest-shortest path heuristics can be
used in the path-computing method.

5. Performance Evaluation

This section evaluates various aspects of the perfor-
mance of SSR, including the Service Balance Index
(SBI), with various path utilization thresholds (#),
queuing delay, fractional reward loss, and bandwidth
blocking probability.

Three routing schemes are used in the simu-
lation, namely Shortest Path Routing (SPR), vari-
ant of Service-Sensitive Routing (SSR*), and Service-
Sensitive Routing (SSR) as proposed in the previous
section. SSR* is a variant of SSR and uses the value of
service balance index (SBI) ¥ rather than the AV in
the inflation ratio v of the link cost function.

Although enhancing the traffic balancing, SSR be-
haves differently from SSR* in different loading situ-
ations. The function FindRouteLeastCost of SSR at-
tempts to find a path which results in more balanced
traffic, and the FindRouteLeastCost of SSR* is encour-
aged to find a path with lightest loading. For example,
assume there are two paths from s to d, say o, and oy.
There is one flow of class C'1 and one flow of class C2
on the path o, while nothing is on the path ;. If the
incoming flow from s to d is class C'3, function Find-
RouteLeastCost of SSR* will find the path o, to route
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the C3 flow. However, FindRouteLeastCost of SSR will
obtain o, as the least cost path to balance the traffic
classes.

5.1 Network Model

Random graphs [17] are used to simulate network mod-
els and ensure that the effects of the different routing
algorithms are independent of any specific network. For
all possible pairs (u, v) of nodes, the edges can be added
to the graph by using the probability function:

=), @)

where d(u,v) denotes the Fuclidean distance between
nodes u and v, L is the maximum possible distance
between any two nodes in the graph, and « and g rep-
resent parameters of real numbers in the range (0, 1).
Setting the values of parameters o and 3 to 0.25 and
0.2, respectively, can generate graphs which appear to
resemble geographical maps of major nodes in the In-
ternet.

In this model, n nodes are randomly distributed
over a rectangular coordinate grid, and the distance
between each pair of nodes is calculated. Edges are
then introduced by the probability P.. The average
degree of the nodes in these graphs is in the range [3.5,
5]. Each link is assumed to be STM-1 with 155 Mbps.

P.(u,v) = exp ( oL

5.2 Traffic Model

As listed in Table 2, three classes of QoS traffic exist
in the experiments herein, namely C1, C2, and C3,
to carry the compressed real-time voice, video connec-
tions, and high precedence data or pictures, for in-
stance. Service classes C1, C2, and C3 are given a
service weight of 3, 2, and 1, respectively. Meanwhile,
service class C1 has higher priority than C2, and C2
has higher priority than C3.

Flow requests of class k are assumed to arrive at
an S-D pair according to a Poisson process with a rate
of A\p. The mean holding time for a flow of class k
is assumed to be exponentially distributed with mean
1/pg, as shown in Table 2. Flow requests are evenly
destined among other nodes in the network. A request
whose QoS requirement cannot be satisfied is dropped
without further affecting the system.

A target utilization of 80% is set for QoS flows to
protect the best-effort traffic from starvation, and thus
the best-effort traffic does not influence the simulation
results.

Table 2  Traffic model of the simulation.
service | traffic | weight | arrival | BW req. | mean holding
class | type ratio | (Kbps) time (sec)
C1 VBR 3 45% 32 180
C2 | VBR 2 5% 256 600
C3 | VBR 1 50% 384 72
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5.3 Simulation Results

The simulation results mainly examine the behavior
of the SSR routing scheme under various loadings.
SSR intends to balance the traffic classes while keeping
the fractional reward loss and the bandwidth blocking
probability lower than the other routing schemes. The
95% confidence interval lies within 5% of the simula-
tion average for all the statistics reported herein. Un-
less otherwise specified, the results presented herein are
based on the 40-node and 170-link random topologies
as described in Sect. 5.1, and the widest-shortest path
computation is used.

5.3.1 Service Balance Index

Figure 4 shows the average link SBI statistics under
various load and path utilization threshold, 6, for the
SSR routing scheme, while Fig. 5 presents the improve-
ment of SSR in terms of the percentage reduction in
averaged link SBI compared with SPR. According to
Figs.4 and 5, the lower the threshold implies a better

0.25 T T T T T

SSR,6=0.7 0
SSR,0=0.6 4.
0.10 FSSR,0=0.5% "+
SSR.6=0.4
SSR6=0.3 8.

Average Service Blance Index (SBI)

o

o

o
I

0.00 I I I 1 1
1.25 15 1.75 2 2.25

arrival rate (#flows/sec)

Fig.4 Performance of the SSR (SBI).
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& 20 | . |
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Fig.5 SBI improvement of the SSR (Compared to SPR).
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SSR performance. This effect is especially conspicuous
as the traffic loading of the network reduces. Notably,
although performance can be enhanced by using a lower
threshold, a threshold value that approximately equals
the average utilization of each path between the S-D
pair is recommended.

In these experiments, SSR reduces the averaged
link SBI by 40% to 60% more than SPR. Given a path
utilization threshold 6, the extent of the improvement
increases with the load. This phenomenon occurs be-
cause using alternative routes is set by the threshold
#, and thus the lower the traffic load, the more imbal-
anced it becomes. On the other hand, as the traffic load
becomes extremely high, the improvement is reduced
since some of the links saturated and become the bot-
tleneck of service balancing. Note that the unfairness
is less significance under the light traffic load.

According to Fig. 6, the links are categorized into
several utilization levels. Both SSR and SSR* have
effects on the traffic balancing. SSR* performs bet-
ter (lower link SBI) than SSR as the offered load is
light. On the other hand, SSR scheme is better for
links with higher utilization levels. Furthermore, SSR
scheme is less affected by the increasing of loading than
SSR* scheme. Notably, service balancing is generally
a greater concern over highly utilized links than with
little utilized links.

Figure 7 shows the average SBI of individual links
in the network while Fig. 8 presents the variance of the
average SBI of the links. From the figures, with SSR
and SSR*, the network links not only have much lower
average SBI, but also much lower variance of SBI com-
pared with SPR.

Obviously, the average value of SBI is a concave
function of the arrival rate or the offered load; this effect
becomes more apparent as threshold 6 becomes larger.
When the offered load is light, most of the paths held
in cache are lightly utilized, flow request simply fol-
lows the cached route to carry the data traffic. As the
number of flow requests is increased, SSR has more op-

0.09

0.08 -

0.07 -
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0.04 |- : .

0.08 |- .
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portunities to balance the traffic. Therefore, the values
of SBI of the links are reduced. However, as the loading
of some links becomes heavy or even bottlenecks occur,
less choices of the route from source to the destination
are available. Consequently, more links are imbalanced
and the values of SBI increase with the load.

5.3.2 Queuing Delay

A Self-Clocked Fair Queuing (SCFQ) system measures
queuing delay suffered by packets of flows in different
service classes. Table 3 lists the parameters of the sim-
ulation. The size of the packets is generated randomly
according to the mean size and the spread of the dis-
tribution.

Table 4 shows the queuing delay statistics for pack-
ets of service classes 1, 2 and 3. Flows of a specific class

0.30 T T T T T T T T

025 -
0.20 |

0.15 . s X X . Lo

X >:'><' X
010 L2 WXSMKXXXW mAﬂwmxX&«Xx

5<
%&%’ﬁ X

0.00 1 1 1 1 I 1 I L 1
0 17 34 51 68 85 102 119 136 153 17(

Network link

SBI of each link, A = 1.75, 6=0.3.

Average Service Balance Index (SBI)

A

Fig. 7
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Variance of Service Balance Index (SBI)

0001 -SSR’ §
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0.000 L L k
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Fig.8 Variance of the average SBI, 6=0.3.

Table 3 Parameters of the SCFQ system.
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Table 4 Average queuing delay, threshold 6=0.3, A=arrival
rate(#flows/sec), Z=mean(us), §=std. deviation, d=reduction
o).

A |scheme| C1 C1 C2 C2 C3 C3
)15, | %) | 50)| 20 | 3(©)

7(
SPR | 28(-) [12(-) [110(-) | 27(-) | 177(-) | 69(-)
1.00| SSR* |27( 4) | 7(36) | 105( 5) | 15(47) | 160(10) | 29(59)
SSR |27( 4) | 7(36) | 105( 5) | 14(47) | 160(10) | 28(59)
SPR | 34(-) [ 16(-) | 130(-) | 53(-) | 293(-) | 346( -)
1.25| SSR* [32( 6)|11(34)[119( 9)|33(37) | 212(28) | 201(42)
SSR |31( 7) |10(39)| 118( 9) | 30(43) | 202(31) | 167(52)
SPR | 42(-) [19(-) [167(-) | 74(-) | 552(-) | 806(-)
1.50| SSR* |39( 8) |14(27)|139(12) | 52(30) | 347(37) | 511(37
SSR. |37(10)|13(32)|133(15)| 49(35) | 320(42) | 443(45
SPR [49(-) [21(-) [189(-) [ 91(-) | 916(-) |1178( -

1.75| SSR* |45(10)|16(24)|163(14) | 69(24) | 604(34) | 925(22
SSR |43(13)|15(28)|155(18) | 65(28) | 550(40) | 850(28
SPR | 59(-) | 22(-) [ 232(-) [103( -)| 1539( -) | 1537( -
2.00| SSR* |52(12)|17(22)|196(15)|82(20) | 1031(33) | 1308(15)
SSR |50(15) |16(24) |186(20) | 80(22) | 923(40) |1248(19)
SPR | 73(-) | 23(-) | 298( -) |109( -)| 2562( -) | 1780( -)
2.25| SSR* |63(14)|19(19)|252(16)| 96(12) | 1802(30) | 1785( 0)
SSR |60(18)|19(19)|226(24) | 96(12) | 1537(40) | 1778( 0)

with a particular arrival rate exhibit a lower mean and
standard deviation (variance) of queuing delay, and ei-
ther a SSR* or SSR scheme is used. Also, as the traffic
load increases, the mean of the queuing delay is also
reduced. Conversely, the reduction of queuing delay
variance decreases with increasing offered load. This
phenomenon occurs because in a high offered load sit-
uation, most of the network links become saturated.
Therefore, no big difference occurs when traversing dif-
ferent routes.

This experiment confirms that a routing scheme
that considers the mix of traffic classes could signifi-
cantly reduce unfairness in suffering queuing delays.

5.3.3 Fractional Reward Loss

Let W denote the set of all possible (s, d) pairs, W =
{(s,d)|s,d € V,s # d}. Flow requests of class k are
assumed to arrive at S-D pair w according to a Poisson
process with rate A}’. Each class k flow of S-D pair w
carried on the network produces (byd}’) units of rev-
enue, where by denotes the bandwidth requirement of
flows of class k. Meanwhile, d} is the distance of the
shortest path between S-D pair w. From another point
of view, the network losses (byd}’) units of revenue for
each class k connection of S-D pair w that is rejected.
Formally, the fractional reward loss (L) of a network is
defined as

_ reward loss S S e bedi A P

"~ total reward Zszl S wew brdPAY

, (5)

where P represents the blocking probability of class k
traffic of S-D pair w. Minimizing the fractional reward
loss is equivalent to maximizing the expected revenues
produced by the network. According to Fig.9, the net-
work with the SSR scheme suffers less fractional reward
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loss than the others.
5.3.4 Bandwidth Blocking Probability

Bandwidth blocking probability, P,, is defined as

_ > rejected bandwidth

P, = .
b > request bandwidth

(6)

This experiment deals with the effects of inaccurate
link-state information, due to the link state update pe-
riods. Figure 10 shows the bandwidth blocking proba-
bilities, Py, with an offered load p=0.7, and where the
mean holding time is adjusted to fix the offered load,
and the refresh timeout of the cache entry is 100 units.
As expected, longer update periods basically increase
blocking. A longer update period causes greater inac-
curacy in the link-state, and more changes in network
could fail to be noticed. As links approach saturation
under the inaccurate state, the link state and residual
bandwidth databases viewed from the source router are
likely to be unchanged, meaning that an infeasible path
may be mistaken for a feasible one. In that case, flows
are blocked in the signaling phase and only admitted if
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other flows leave.

SPR scheme achieves a higher blocking probability
than other schemes. Traffic tends to form bottleneck
links in the SPR scheme, and is more imbalanced than
with other schemes. Conversely, the traffic obtains a
feasible path more flexibly in the SSR routing networks,
and has more chances to find alternative paths.

Traffic engineering in MPLS networks is the pro-
cess of arranging how traffic flows through the network
to avoid network congestion caused by uneven network
utilization. QoS routing is an important part of traf-
fic engineering which may find a longer but lightly or
suitably loaded path better than a heavily or unevenly
loaded shortest path. Hence QoS routing can help make
the traffic engineering process automatic. SSR scheme
couples QoS routing and provisioning can lead to ef-
ficient selection of routes, increasing the likelihood of
meeting the applications’ end-to-end QoS requirements.

6. Conclusion

QoS routing is an important component of traffic en-
gineering in MPLS networks. This study investigated
the problem of unfairness when QoS routing does not
consider the mix of traffic classes. To resolve the unfair-
ness of queuing delay, this work presents a new routing
scheme—Service-sensitive Routing (SSR), which takes
the state of traffic mixture of various service classes
into account. To determine the QoS route for a flow re-
quest, SSR not only considers the available bandwidth
and delay of the candidate paths, but also considers the
mix of traffic classes on the paths. Additionally, the hy-
brid granularity routing decision in the SSR scheme is
scalable and suitable for labeling and forwarding in the
Differentiated Services and MPLS networks.

Extensive simulations show that the SSR scheme
does significantly decrease the average Service Balance
Index (SBI) of the network and the variance of average
queuing delays compared to the existing Shortest Path
Routing (SPR), for example by approximately 20% to
35% with a moderate offered load. Furthermore, this
routing scheme maintains a fractional reward loss and
bandwidth blocking probability significantly lower than
the SPR scheme. In summary, the proposed Service-
sensitive Routing leads to efficient selection of routes,
increasing the likelihood of meeting the services’ end-
to-end QoS requirements.
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