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etecting and filtering intrusions, worms, viruses, and
inappropriate Web pages involves string matching for
designated signatures in the application content, as

opposed to packet classification that matches fixed fields in the
packet header [1]. The position and length of the signatures in
the packet payload are unknown beforehand, so scanning
throughout the packet payload for signatures is normally less
efficient than packet classification. String matching is reported
to be a bottleneck for network content security applications
[2–5], and thus its efficiency is critical.

Signatures in content security applications are typically
represented as patterns in some forms. For clarifying the ter-
minology, a string is a sequence of characters, and a pattern is
an occurrence of a string in the text [6]. Signature characteris-
tics in different applications may vary wildly in the number,
length, and character distribution in the alphabet. For
instance, anti-virus systems feature a large number of long sig-
natures, while the intrusion detection systems may have short
signatures of one or two characters. No existing string match-
ing algorithms can search for signatures of various characteris-

tics faster than others can. The choice of a proper algorithm
therefore becomes important in the application design.

This work reviews existing string matching algorithms and
their applications in network content security. The character-
istics of signatures in three typical open source packages are
investigated: ClamAV (http://www.clamav.net) for anti-virus,
DansGuardian (http://dansguadian.org) for Web content fil-
tering, and Snort (http://www.snort.org) for intrusion detec-
tion systems (IDS). This work profiles the performance of
various algorithms. The most efficient algorithm for each
package is identified and then implemented on each package.
These revised packages are benchmarked and the improve-
ment in performance for sample sets of both synthetic and
real data is demonstrated. The impact of memory and cache
accesses on performance is also measured quantitatively.

In addition, this work proposes classified RKBT (Rabin-
Karp with binary search and two-level hashing) to accelerate
the performance of the original RKBT algorithm [7] for a
large pattern set. The RKBT algorithm can verify a possible
match found by some string matching algorithms [8], and its
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efficiency becomes critical as the number of possible matches
increases.

This work focuses on string matching algorithms that apply
to the field of network content security. For general discus-
sions of string matching algorithms and their applications in
other fields, the readers are referred to some recent text-
books, such as [6] and [9]. Moreover, a number of algorithms
can be accelerated by hardware parallelism. A comprehensive
survey of these hardware acceleration mechanisms deserve the
writing of another paper and is beyond the scope of this work.
Interested readers are referred to a brief survey in [10], and
some commercial solutions, such as SafeNet SafeXcel 4850
[11] or Tarari RegEx Content Processor [12].

The main contributions of this work are summarized as fol-
lows.
• This work offers a comprehensive survey as well as the

profiling results of typical string matching algorithms at
various aspects and their application on network content
security. The results can enlighten the choice of a proper
algorithm in practical design.

• This work suggests the most efficient algorithm for each
network content security package and demonstrates the
performance gain for both synthetic and real data
through implementation and benchmarking.

• A new verification method, classified RKBT, is proposed
to accelerate some string matching algorithms.
The rest of this work is organized as follows. We review

typical algorithms and three open-source network content
security packages. We will discuss verification in some algo-
rithms and propose a new method for verification. We present
the profiling results and identify the most efficient algorithm
for each application. The performance improvement for both
synthetic and real data after revising the packages is also
demonstrated. We then conclude the study.

RELATED WORKS

TYPICAL STRING MATCHING ALGORITHMS

The single string matching problem is to search for all 
the occurrences of a string p, called the pattern, in the text 
T = t1t2t3…tn on the same alphabet ⊆, where n is the length
of the text. Multiple string matching extends the problem to
search for the pattern set P = {p1, p2 …, pr} simultaneously in
the text. During the search, a search window of the pattern
length is moved along the text, and the pattern is searched for
within the window. Pattern matching can be exact or approxi-
mate. An exact matching algorithm stipulates that the pattern
and the matched text should be exactly the same, while an
approximate matching algorithm allows a limited error between
the pattern and the matched text. This work concentrates 
on only the former because the majority of the content securi-
ty applications use it to find out the signatures. A tutorial 
on the approximate matching algorithms can be found in
Navarro [13].

Exact string matching algorithms can be categorized in var-
ious ways. One way of categorization is grouping them into
three general approaches: prefix searching, suffix searching,
and factor searching, depending on which part of the pattern
is searched for within the search window [6, 14]. A string X is
the prefix, suffix, and factor of XY, YX, and YXZ, respective-
ly, where Y and Z are also strings. The time complexity of the
algorithms can be linear or sub-linear. A sub-linear time algo-
rithm is feasible by skipping characters that do not need to be
examined in the text.

This work categorizes the algorithms into four categories
to emphasize the data structure that drives the matching.

These categories are automaton-based, heuristics-based, hash-
ing-based, and bit-parallelism-based. An automaton-based
algorithm builds a finite state automaton from the patterns in
the preprocessing stage and tracks the partial match of the
pattern prefixes in the text by state transition in the automa-
ton. A heuristics-based algorithm allows skipping some char-
acters to accelerate the search according to certain heuristics.
Some algorithms require a verification algorithm following a
possible match to verify if a true match occurs. A hashing-
based algorithm compares the hash values of characters in the
text segment by segment with those of the characters in the
patterns. If both hash values are equal, a possible match may
occur. The characters in the text and those in the patterns are
then compared to verify if a true match occurs. A bit-paral-
lelism-based algorithm simulates the operation of a non-deter-
ministic finite automaton that tracks the partial match of the
prefix or the factor of the pattern by means of the parallel bit
operations inside a computer register word in which the state
transition status is encoded [15]. Table 1 summarizes typical
algorithms in these four categories. Each algorithm will be
detailed in the following text.

Automaton-based — The Aho-Corasick (AC) algorithm [16]
was proposed for multi-pattern matching. A finite automaton
that accepts all the strings in the pattern set is built in the pre-
processing stage. Each character in the text is then fed
sequentially to the automaton that tracks partially matched
patterns through state transition, so the time complexity is
O(n). If one of the final states is reached, a match is claimed.
Although the AC algorithm is theoretically independent of
the pattern set size in efficiency, it will become slow for a
large pattern set in practice because of the worse cache locali-
ty in accessing a large transition table. Effectively compressing
the transition table to reduce the memory requirement and
enhance the cache locality becomes active research in the
implementation of the AC algorithm.

Norton [17] presents the Optimized-AC algorithm to
reduces the memory requirement in the well-known IDS
package of Snort by compressing the transition table into a
compressed sparse vector format or a banded-row format.
These variants are generally faster than the standard AC algo-
rithm due to their better cache locality. Some hardware accel-
eration mechanisms are also proposed for the AC algorithm.
We name just a few in this article. Tuck et al. [18] use both
bitmap and path compression to compress the transition table.
This optimization in hardware implementation gains from 31
percent to twice the throughput for Snort rule sets. However,
the software implementation is not as good because some
inefficient bit operations in this optimization are inefficient in
software. Tan and Sherwood [19] split the finite automaton in
the AC algorithm into several ones in the bit level, say a set of
four automata, each responsible for two bits of an input char-
acter. The state transition in each automaton is driven by the
individual bits. By parallel tracking of these automata, they
claimed a system ten times faster than the best known
approaches for the Snort rule set.

Heuristics-based — The Boyer-Moore (BM) algorithm is a
single string matching algorithm. It allows skipping over char-
acters that cannot be a match in the text according to two
heuristics: the bad-character heuristic and the good-suffix
heuristic [20]. Two shift functions are pre-computed according
to the two heuristics before the search. The characters within
the search window are searched backward from the last char-
acter for the longest suffix that is also a suffix of the pattern.
The two shift functions are referred to only when a character
mismatch is found. The maximum of these two function val-
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ues is the shift distance of the search window. If no mismatch
is found, a pattern match is claimed.

The BM algorithm has the best performance when the shift
distance is close to the pattern length. The time complexity is
sub-linear of O(n/m) in the best case and O(nlog|Σ|m/m) on
average [21], where m is the pattern length. However, the
worst-case performance can be O(nm) when both the pattern
and the text contain the same single character. Some modifi-
cations of the BM algorithm, such as Galil’s approach [22],
can guarantee the worst-case performance of O(n).

Horspool simplified the BM algorithm [23] by resorting to
only the bad-character heuristic, which is useful for a reason-
ably large alphabet, say the ASCII table, because the proba-
bility of a character mismatch with the characters of the
pattern within the search window is high. Although the BM
algorithm can have longer shift distance by taking the maxi-
mum of the bad-character function and the good-suffix func-
tion, the Horspool algorithm is generally faster in practice
because it spends time only in looking up one function, i.e.
the bad-character function, in each shift. The simplification
compensates for the loss of efficiency due to the shorter shift
distance.

The set-wise Horspool algorithm [6] extends the Horspool
algorithm to search for multiple patterns simultaneously. The
patterns to be searched are represented as a reverse trie. Like
the Horspool algorithm, the set-wise version compares the
characters backward from the rightmost one of the search
window with those in the reverse trie. The search window is
shifted along the text in a way similar to the bad-character
shift in the Horspool algorithm. A match is claimed if the
final state of the trie is reached.

The Horspool algorithm is not scalable for a large pattern

set because the rightmost character will be very likely to
appear in the patterns and so the average shift distance will
be decreased. The Wu-Manber (WM) algorithm [24] improves
the set-wise Horspool algorithm by reading a block of B char-
acters rather than only one character for the shift value. The
probability that a block of characters appear in the patterns is
less than the probability that a single character does, so longer
shift distance can be expected. The shift value for each differ-
ent block (totally |Σ|B different blocks) is stored in a shift
table. The memory space of the shift table limits the practical
value of B.

The WM algorithm requires that the patterns have the
same length. If all the pattern lengths are not equal, only the
first lmin characters of each pattern are considered, where lmin
denotes the length of the shortest pattern (LSP). The shift
table is built in the preprocessing stage according to the
heuristic similar to that in the Horspool algorithm.
1 The shift distance is lmin – B + 1 when the block of the

last B characters in the search window does not appear
in any patterns, i.e. not a substring of any patterns. The
reason is that any shift shorter than lmin – B + 1 will
locate the block of B characters inside the search window
again, contradicting that the block does not appear in
any patterns.

2 The shift distance is lmin – j otherwise, assuming that the
rightmost occurrence of the last B characters in the
search window ends in position j of some pattern.
The WM algorithm hashes the block of the last B charac-

ters in the search window to look up the shift table for the
shift distance during the scanning. The hash function may not
be one-to-one so that a shift table with fewer than |Σ|B

entries is possible. In this case, the shift value in an entry is

n Table 1. Categorization of typical string matching algorithms.

Algorithms Approach Time
Complexity

Search
Type

Multiple
String Key Ideas

Aho-Corasick
Automaton-
based

Linear Prefix Yes Finite automaton that tracks the partial prefix match.

Optimized-AC Linear Prefix Yes Compress the transition table of the finite automaton
in the Aho-Corasick algorithm.

Boyer-Moore

Heuristics-
based

Sub-linear Suffix No Bad-character and good-suffix heuristics to determine
the shift distance.

Horspool Sub-linear Suffix No Bad-character heuristics only.

Set-wise Horspool Sub-linear Suffix Yes Bad-character heuristics for multiple patterns.

Wu-Manber Sub-linear Suffix Yes Determine the shift distance from a block of 
characters in the suffix of the search window.

Modified-WM Sub-linear Suffix Yes Tuning the table size and hash function in the 
Wu-Manber algorithm.

FNP/FNP2 Sub-linear Prefix Yes
Determine the shift distance from a block of 
characters in the prefix of the search window and the
suffix of the block.

Rabin-Karp
Hashing-based

Linear Prefix No Compare the text and the patterns from their hash
functions.

RKBT Linear Prefix Yes Two-level hashing with binary search.

SOG
Bit-parallelism-
based

Linear Prefix Yes Bit-parallelism and q-gram for prefix matching.

BG Sub-linear Factor Yes Bit-parallelism and q-gram for factor matching.
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the minimum shift value mapped to that entry.
Saving table space and having longer shift dis-
tance is a trade-off in the choice of the hash
function. A possible match occurs when the shift
value is 0. A verification algorithm, left open and
not specified by the WM algorithm, follows to
verify if a true match occurs. We will discuss the
verification algorithms more.

The time complexity of the WM algorithm is
sub-linear on average, but depends considerably
on lmin because the maximum shift distance is 
lmin – B + 1. If lmin is small, the performance will
be degraded significantly.

The Modified-WM algorithm in Snort (see the comments
in mwm.c under the Snort source tree of /src/sfutil) is a variant
of the original implementation of the WM algorithm. Note
that some patterns in Snort are only one character long [25],
making the shift distance for a block size of B ≥ 2 undefined.
This variant involves a one- or two-character block and groups
all of the patterns with the same hash value from the pattern
prefix for verification. The Modified-WM algorithm is more
efficient than the original WM implementation, as will be pre-
sented later.

The shift distance of lmin – B + 1 in the WM algorithm can
be very short when lmin is close to the block size. The
FNP/FNP2 algorithms [25, 26] allow longer shift distance than
the WM algorithm by considering the appearance of not only
the whole block but also the suffix of the block in the pat-
terns. The observation is simple. For example, if a block “abc”
does not appear in any patterns, and both suffixes of “bc” and
“c” are not prefixes of any patterns, then the shift distance of
three characters is safe, i.e., not missing any possible match.
In contrast, the WM algorithm is more conservative because it
does not consider the suffix and allows the safe distance of
only one character (assuming lmin = 3 and B = 3 in this exam-
ple). The improvement is particularly significant for a pattern
set with short patterns, such as those in Snort. Like the WM
algorithm, verification for a true match follows if a partial
match within the search window is found.

Hashing-based — The Rabin-Karp (RK) algorithm [27] is
designed to handle single string matching. During the search,
the hash value of each segment of m characters in the text,
h(ts…s+m–1), is compared with the hash value of the pattern,
h(p), for s = 1…n–m + 1, where m is the pattern length and
h is the hash function. If h(ts…s+m–1) = h(p), a possible match
may occur at the position of s. The pattern is then compared
with this segment character by character to verify whether a
true match occurs or not.

The RK algorithm can be extended for multiple string
matching by storing the hash values of the patterns in the pat-
tern set in an ordered table. The comparison of the hash val-
ues becomes binary search in the ordered table, to find
whether the hash value of a text segment is equal to that of
some pattern in the ordered table. However, the binary search
requires table accesses on the order of log2r times, where r is
the number of patterns. The binary search is costly even for a
pattern set of moderate size, say roughly 10 accesses on aver-
age for 1,000 patterns.

Muth and Manber [7] use two-level hashing to accelerate
the binary search. Besides the ordered table of the first hash
values for binary search, a bitmap is constructed from a sec-
ond hash function for quick indexing. The bitmap indicates
whether a match is possible in the ordered table. The binary
search is performed only when the bitmap indicates the possi-
bility of a match, and hence the number of binary searches
can be reduced. This algorithm is denoted as RKBT herein to

stand for the BK algorithm with binary search and two-level
hashing. The detailed operation is left to a later section.

Bit-parallelism-based — The Shift-Or (SOR) algorithm
[28] and the Backward Nondeterministic DAWG Matching
(BNDM) algorithm [29] were proposed for single string
matching with bit-parallelism to simulate the tracking of a
non-deterministic finite automaton (NFA). The simulation in
both algorithms is similar; the difference is the parts in the
pattern that are tracked. The former keeps a set of all the pre-
fixes of the pattern that have been matched, while the latter
keeps the set of all the factors that have been matched. We
use the BNDM algorithm as the example to explain the bit-
parallelism operation. Consider the following NFA that recog-
nizes the suffixes of the reverse pattern of “parallel” in Fig. 1
(λ denotes the null string). Tracking the NFA can search the
factors in the pattern of “parallel”.

The state of the search is represented by an m-bit comput-
er word D = dm…d1, initialized by the 1m to denote the 
λ-transitions. A table B stores a bit mask b1…bm for each
character c in Σ. The bit mask sets the bits bj to 1 in B[c] if
the j-th character of the pattern is c. For example, B[‘l’] =
00001101 for the pattern ‘l’. During the search, the search
window is scanned backward from the last character, and D is
updated for each character ts read in the window with the for-
mula D’ ← D & B[ts], followed by D” ← D’ << 1, where “&”
denotes the “and” operation. For example, assume D is
“11111111” in Fig. 1 in the beginning. D’ becomes “01010000”
after “a” is read, indicating that two factors of “a” appear in
the second and the fourth position of “parallel”. D’ then
becomes “10100000”, the next D in the beginning of the next
iteration. When “p” is read next, D’ becomes “10000000”,
indicating a factor “pa” in the first position of “parallel”. The
process goes on until the end of the text. A match is claimed
if the entire search window has been searched and D’ =
10m–1.

Factor-based search also allows skipping characters that
cannot be a match. The observation is simple. Assume a suffix
µ of the search window is a factor of the pattern, but the suf-
fix βµ is not, where β is a character. The search window can
be safely shifted after β. A shift smaller than β cannot get a
match because it violates the assumption that βµ is not a fac-
tor. Like the WM algorithm, the time complexity of BNDM is
also sub-linear time on average.

The SOG and BG algorithms [8] extend the SOR and
BNDM algorithms, respectively, for multiple string matching,
where G is short for q-Gram, as explained immediately. In
these two algorithms, multiple patterns are viewed as a single
pattern of classes of characters. The characters in the same
position of each pattern are grouped into a class. For exam-
ple, two patterns “cat” and “dog” are viewed as a single pat-
tern of “[cd][ao][tg]”. Therefore, multiple string matching is
transformed into single string matching. The SOR or BNDM
algorithm searches for the pattern of classes of characters.

n Figure 1. An NFA recognizing all the suffixes of the reverse pattern of “paral-
lel” in BNDM.
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False positives, however, may occur in this approach. For
example, “dag” can match “[cd][ao][tg]”, but it is neither “cat”
nor “dog”. A possible match should be verified to avoid a
false positive. To reduce the number of false positives, each
pattern in the pattern set is viewed as an m – q + 1 q-gram
sequence, where m is the pattern length. The patterns become
“ca-at” and “do-og” in the above example. A q-gram expands
the effective alphabet size from |Σ| to |Σ|q so that the num-
ber of false positives in the text and thus verifications can be
reduced. Both algorithms use the RKBT algorithm to acceler-
ate the verification.

Other Approaches — String matching algorithms have been
developed for decades. Full coverage of all algorithms in this
article is nearly impossible. This sub-section covers other algo-
rithms that do not belong to the above categories. For more
algorithms and their tutorial, readers are referred to some
good online resources, such as [30].

The ExB and E2xB algorithms [31, 32] are designed for
intrusion detection. They search for one pattern after another
sequentially, and exclude the pattern that is impossible to
appear in the packet content. The exclusion is based on this
simple observation: If a pattern has a character c, the text
must have the character c to contain a match. These two algo-
rithms assume that the intrusion signatures scarcely appear in
the real environment, so patterns that cannot be a match can
be quickly excluded. The BM algorithm follows if a match is
possible, i.e., not excluded. The two algorithms are not scal-
able to a large pattern set because of their sequential search
of patterns. They also may not apply when the patterns
appear frequently, a case that violates their assumption. The
Set Backward Oracle Matching (SBOM) algorithm [33] uses a
factor oracle to recognize at least all the factors in the pat-
terns. It is shown to be most efficient for a small character set,
and can better apply to bioinformatics. Some algorithms com-
bine two or more aforementioned algorithms, such as the
AC_BM algorithm [34]. This algorithm applies the bad-char-
acter and good-suffix heuristics on the automaton in the AC
algorithm so that skipping characters in the search window is
made possible. However, it has the same scalability problem
as the set-wise Horspool algorithm for a large pattern set
since the heuristics are based on characters rather than on
blocks.

SELECTED PACKAGES

Table 2 lists the number of patterns, the maximal and mini-
mum pattern lengths, and all supported algorithms in three
open-source packages of network content security applica-
tions. The details of each package will be explained in the fol-
lowing paragraphs.

ClamAV — ClamAV contains two types of virus patterns:
basic patterns that are a simple sequence of characters, and
multi-part patterns composed of multiple sub-patterns. The
former occupies 93 percent of the total patterns. ClamAV
scans basic patterns by the WM algorithm. If no virus is
found, the multi-part patterns are then scanned by a variant
of the AC algorithm, in which the automaton is represented
as a two-level trie [35]. Sub-patterns with a common prefix of
two characters are stored in a linked list under the leaf that
represents the common prefix. ClamAV uses a table to keep
the number of sub-patterns that have been found for each
pattern. All sub-patterns of a multi-part pattern must be
matched in sequence to assert a virus. ClamAV also supports
a simplified form of regular expressions. For example, 
ClamAV allows “bounded gaps” that specify the minimum
and maximum distances allowable between two consecutive
sub-patterns by recording the position of a sub-pattern and
calculating the distance from its last sub-pattern.

DansGuardian — DansGuardian searches for all keywords
in the Web content, and determines whether the content
belongs to a banned category. DansGuardian implements the
Horspool algorithm and a deterministic finite automata
(DFA) algorithm. In the preprocessing, it builds a two-dimen-
sional array, called the graph data, to represent a transition
table of the whole DFA that accepts the keywords. Only one
copy of redundant keywords from different categories are
kept in the pattern set. The graph data is then searched for
the nodes that have common prefixes but have fewer than 12
branches (i.e., fewer than 12 keywords from that node). These
keywords represented by traversing from the root through
these nodes to leaves are moved into another group for
searching with the Horspool algorithm one by one. After the
Horspool search, DansGuardian continues to search for all
the keywords in the graph data. At least 12 keywords share
each prefix in the graph data so that traversing the DFA can
search for these keywords simultaneously. Finally, Dans-

n Table 2. Selected open source network content security packages.

Application Packages Version Algorithms1
Number of
Patterns Classified2

Pattern
Length

Char. Set
Distribution3

Anti-virus ClamAV 0.85 Aho-Corasick
Wu-Manber 26467 No 10~210 Type 1

Content-Filter DansGuardian 2.8.0.4 Horspool
DFA 5867 No 2~64 Type 2

IDS/IPS Snort 2.3.3

AC-std
AC-Full
AC-Sparse
AC-Banded
AC-SB
Modified-WM
LowMemTrie

Patterns for all
groups: 14295
Total rules:
2246

Yes 
173 groups
Max group size:
1174
Min group size: 12

1~107 Type 1

1 The default algorithms are marked in bold.
2 Indicate whether the patterns are classified into several subsets, rather than collapsed in a single set.
3 Type 1: close to uniform distribution. Type 2: biased to English character set.
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Guardian determines whether the
content should be banned accord-
ing to the matched keywords. If the
forcequicksearch option is enabled
in the configuration, all the key-
words will be searched for with the
Horspool algorithm one by one.

Snort — Snort divides its rules into
rule subsets associated with unique
characteristics in the packet header,
such as port numbers, ICMP types,
and transport protocol identifiers.
The packet header is examined for
the unique characteristics first to
determine which rule subset to be
referred to, and signatures in that
rule subset are then searched for
[36]. The Modified-WM algorithm
searches for the signatures by
default. If the signatures in a rule are found, the rest of the
rule, represented as options in the rule specification, is veri-
fied to claim a true match. If a complete rule match has been
found, Snort inserts the rule into the event queue. Finally,
Snort processes the event queue and selects a single event for
alert. Snort also supports signatures in regular expressions
conforming to the specification of Perl Compatible Regular
Expressions (PCRE) [37]. PCRE matching is one of the
options in the rule specification, and like the other options, it
is performed after the search of the rule subset. To accelerate
the search, necessary factors of a regular expression are man-
ually added into the rule subset as a hint of possible appear-
ance of the regular expression. For example, “abcd” is a
necessary factor of the regular expression “(abc) + d”. PCRE
matching is performed only when the hint is found, and hence
unnecessary PCRE matching can be avoided.

THE VERIFICATION ALGORITHM

A number of string matching algorithms, such as the BG and
WM algorithms, rely on a verification algorithm to assert a
true match when a possible match is found, as discussed earli-
er. The RKBT algorithm can serve the purpose [8], but it can
be inefficient for a large pattern set because of its data struc-
ture discussed below. Classified RKBT (CRKBT) is proposed
herein to accelerate the verification.

THE PROPOSED CRKBT ALGORITHM

The operation of the RKBT algorithm is illustrated in Fig. 2a.
Each pattern in the pattern set is viewed as consecutive blocks
of four bytes, and so each block can form a 32-bit integer. If
the pattern length is not a multiple of four, the last block is
padded with zeros. The first hash function is defined by
xor’ing the integers in these blocks. In the preprocessing, an
ordered table is constructed to store the first 32-bit hash val-
ues of the patterns. A second hash function is derived from
the first by xor’ing the lower 16 bits and the upper 16 bits of
the first hash values. A bitmap of 216 entries is then built to
store the second hash values. The i’th bit of the bitmap is 1 if
at least one pattern has i as its second hash value, and is 0
otherwise.

The bitmap indicates whether binary search in the ordered
table is necessary. Assume the second hash value of a search
window is i in the search stage. If the i’th bit of the bitmap is
0, no possible match will occur and the verification fails.

When the i’th bit of the second hash value is 1, say the 2345th
bit in Fig. 2, the ordered table is searched for the first hash
value with binary search. If the first hash value is found, the
characters of the patterns with that value are compared with
those in the search window one by one to check if a true
match occurs. Otherwise, the verification fails.

The performance of the RKBT algorithm is degraded sig-
nificantly for a large pattern set. The probability that a bit in
the bitmap is set to 1 will be high in such a case. For example,
nearly 80 percent of the bits in the bitmap are 1 for 100,000
patterns from the probabilistic estimation. Consequently,
binary search in the ordered table of the large pattern set
becomes frequent and dominates the verification time.

A classified variant, namely CRKBT, is proposed herein to
accelerate the RKBT algorithm. Figure 2b illustrates its oper-
ation. CRKBT divides the ordered table for binary search into
several small tables associated with the second hash values.
The search scope is reduced to only a subset of the patterns
that have the same second hash value, so the binary search is
much faster. A pointer table replaces the bitmap in RKBT.
The i’th pointer points to an ordered table of only patterns
that have i as their second hash value, and points to NULL if
no patterns have the second hash value of i. The pointer table
is looked up when verification is required. If the correspond-
ing pointer of the second hash value is not NULL, the ordered
table that the pointer points to is searched with binary search.
The overhead of the CRKBT algorithm is 256 KB of the
pointer table (216 entries * 4-byte pointer) and at most 256
KB (4-byte integer for the length) to store the lengths of the
divided ordered tables. The cost is minor given the memory
space in the order of several hundreds MB to GB on modern
computers.

EXPERIMENTS

The execution time of both the RKBT and CRKBT algo-
rithms is benchmarked as follows. The text of 32 MB is ran-
domly generated from the alphabet of 8-bit characters. The
patterns are generated from the same alphabet and the short-
est pattern length is 8. Both the text and the patterns reside in
the main memory in the execution. The tests run on a com-
puter with a 2.8 GHz Pentium 4 processor, 1 GB of memory,
and 512 KB cache. Both algorithms are written in C, compiled
with the gcc compiler, and run on Linux kernel 2.6.5. Figure 3
presents the benchmark results.

The execution time of both algorithms for small pattern
sets is close because of few possible matches and thus few

n Figure 2. The operations of the RKBT algorithm (left) and the Classified RKBT algorithm
(right).
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chances of binary search in the ordered table. As the number
of patterns increases, the number of possible matches also
increases. The difference in execution time becomes obvious.
The search scope for binary search is small in the CRKBT
algorithm (only the subset of patterns that have the same sec-
ond hash value), so the binary search is fast. The CRKBT
algorithm is four times faster than the RKBT algorithm when
the number of patterns grows to 100,000 patterns. Therefore,
CRKBT is more scalable to a large pattern set.

We replace the RKBT algorithm with the CRKBT algo-
rithm in the SOG and BG algorithms, denoting the revised
versions as the SOG + and BG +. Figure 4 shows both the
SOG and BG algorithms are accelerated by this new verifica-
tion algorithm, particularly for a large pattern set. The BG +
algorithm is twice faster than the BG algorithm for the pat-
tern set of 100,000 patterns.

ANALYSIS

Binary search in a large pattern set can dominate the verifica-
tion time. The CRKBT algorithm reduces the size of the
ordered table by dividing the patterns into subsets to acceler-
ate the search. Assume the number of patterns is r. The
bitmap or the pointer table is checked first in both algorithms.
In RKBT, the probability that a bit is set to one is p, where p
can be estimated to be

If the bit is set to one, then binary search in the ordered table
follows. The expected number of memory accesses is log2r + 1
in the table. If the bit is zero, the verification fails. Therefore,
the expected number of memory accesses in the RKBT algo-
rithm is p(log2r + 1) + (1 – p). Because the expected size of
each ordered table to which a pointer points in the CRKBT
algorithm is

the expected number of memory accesses in the binary search
becomes only

which is much smaller than log2r+ 1 in the RKBT algorithm
for a large r. The expected number of memory accesses in the

binary search of the CRKBT algorithm is then

Therefore, the CRKBT algorithm is more scalable than the
RKBT algorithm.

PROFILING ALGORITHMS

In the external and internal profiling, the benchmarking envi-
ronment and configuration are the same as those described
earlier. We select the string matching algorithms from earlier
to benchmark their performance for various pattern lengths
and pattern set sizes. The CRKBT algorithm is also involved
in this benchmark. The implementation of the WM algorithm
leverages the code in the Agrep package [38], while that of
the AC, Optimized AC, and Modified-WM leverages the code
in Snort. The other algorithms are implemented from scratch.

EXTERNAL PROFILING

The external profiling measures the execution time of scan-
ning text of 32 MB. Figure 5 presents the benchmark results
with LSP = 8 first, where LSP denotes the length of the
shortest pattern. The benchmark results for LSP < 8 will be
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n Figure 3. The execution time of the RKBT and CRKBT algo-
rithms.
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discussed later. To avoid many curves overlapping in one fig-
ure, the presentation of curves is separated into Fig. 5a and
5b for clarity.

Figure 5a demonstrates that the Modified-WM algorithm
is the most efficient when the pattern set size is smaller than
20,000. When the pattern set size is greater than 20,000, the
CRKBT algorithm is the most efficient. By the way, the exe-
cution time of the Optimized AC for the pattern set size larg-
er than 5,000 is not presented because the execution takes too
long to stop. The problem might be due to a bug in the origi-
nal implementation of Snort. The execution time of the Modi-
fied-WM and CRKBT algorithms is compared with that of the
BG + and SOG + algorithms in Fig. 5b. The 2-gram BG +
algorithm is the fastest when the pattern set size is smaller
than 50,000. For the pattern set size greater than 50,000, the
3-gram BG + algorithm is the fastest. This explanation is left
to the internal profiling in the next section.

INTERNAL PROFILING

The internal profiling intends to justify the observations in the
external profiling. For example, why is the Modified-WM
algorithm more efficient than the WM algorithm? Why is the
BG + algorithm very efficient? The effects of the average
shift distance, the percentage of possible matches, and the
number of memory accesses of each algorithm are profiled as
follows.

Shift Distance — Both the WM and BG + algorithms allow
skipping certain characters in the shift of the search window.
This benchmark profiles the average shift distance of both
algorithms. Figure 6 presents the profiling results. The aver-
age shift distance of the WM algorithm is close to one charac-
ter when the pattern set size is between 5,000 and 100,000, so
the WM algorithm can barely skip a character in this case.
The average shift distance of the Modified-WM algorithm is
greater than that of the WM algorithm, which can explain why
the Modified-WM algorithm is more efficient than the WM
algorithm. The results also explain why the 2-gram BG +
algorithm is the fastest when the pattern set size is small, and
why the 3-gram BG + algorithm is the fastest for a large pat-
tern set due to the long average shift distance.

The Percentage of Possible Matches — Some algorithms
filter the text first for possible matches and then verify
whether a true match occurs. As the number of possible
matches increases, the string matching will spend more time
in verification and the verification can dominate the execu-
tion. The percentage of possible matches in the shifts is pro-
filed for each algorithm.

Figure 7 shows the percentage of possible matches for each
algorithm. The Modified-WM algorithm has fewer possible
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n Figure 5. Comparison of execution time of selected string
matching algorithms.
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matches than the WM algorithm. This also explains why the
Modified-WM algorithm is faster. The fast increasing of possi-
ble matches in the WM algorithm indicates that the WM algo-
rithm is not scalable to a large pattern set. This figure also
explains why the BG + algorithm is faster than the Modified-
WM algorithm because of its fewer possible matches.

Memory Accesses — It is insufficient to justify the external
profiling results solely from the shift distance and the percent-
age of possible matches. For example, why is the CRKBT
algorithm the fastest in Fig. 5a as the pattern set size is larger
than 50,000? This section attempts to observe the reason from
memory accesses.

Figure 8a–c each presents the number of memory accesses
of the algorithms in the same category (categorized earlier)
profiled by Valgrind [39]. For algorithms in the same catego-
ry, the fewer the memory accesses, the faster the algorithm in
the external profiling. However, this is not the case for algo-
rithms in different categories, as presented in Fig. 8d. For
instance, the CRKBT algorithm has more memory accesses
than the AC algorithm, but the former is faster. The number
of memory accesses is insufficient to justify the results in the
external benchmarks.

More memory accesses do not imply longer time spent in
accessing the memory. The number of cache misses can affect
the performance significantly. We profile the number of cache

misses to justify this point. Figure 9 shows the cache misses
for the CRKBT algorithm are fewer than that for the Modi-
fied-WM and AC algorithms. The number of cache misses for
the 2-gram BG + algorithm is the least. According to the
cache misses, we can justify the prior results, including that
the CRKBT algorithm is more efficient than the Modified-
MW and AC algorithms for a large pattern set. In addition,
the efficiency of the 2-gram BG + algorithm is also justified.

In addition to profiling the number of memory accesses,
the memory consumption of each algorithm is also observed
in Fig. 10. The CRKBT and 2-gram BG + algorithms have
slow growth in memory consumption, which primarily comes
from the increasing size of the ordered tables for binary
search. The Modified-WM algorithm uses fixed size of memo-
ry for building the shift table and hash table for verification.
The memory consumption in both the AC and Optimized-AC
algorithms grow larger than that in the others as the pattern
set increases. The memory consumption of the Optimized AC
algorithm for the pattern set size larger than 5,000 is not pre-
sented because a possible bug impedes the correct execution.

PROFILING FOR SHORT PATTERNS AND SUMMARY

The external and internal profiling demonstrates that the 
2-gram BG + algorithm is the fastest for LSP = 8 with the
pattern set size smaller than 50,000, and the 3-gram BG +

n Figure 8. Comparison of the number of memory accesses in each algorithm.

Number of patterns

(a) (b)

10
0

0.00E+00

N
um

be
r 

of
 m

em
or

y 
ac

ce
ss

es

1.00E+09

2.00E+09

3.00E+09

4.00E+09

5.00E+09

6.00E+09

7.00E+09

8.00E+09

9.00E+09

20
0

50
0 1k 2k 5k 10
k

20
k

50
k

10
0k

Number of patterns 

(c)

10
0

0.00E+00

N
um

be
r 

of
 m

em
or

y 
ac

ce
ss

es

1.00E+08

2.00E+08

3.00E+08

4.00E+08

5.00E+08

6.00E+08

7.00E+08

8.00E+08

9.00E+08

1.00E+09

20
0

50
0 1k 2k 5k 10
k

20
k

50
k

10
0k

Number of patterns

(d)

10
0

0.00E+00

N
um

be
r 

of
 m

em
or

y 
ac

ce
ss

es

1.00E+08

2.00E+08

3.00E+08

4.00E+08

5.00E+08

6.00E+08

7.00E+08

8.00E+08

9.00E+08

1.00E+09

1.10E+09

1.20E+09

20
0

50
0 1k 2k 5k 10
k

20
k

50
k

10
0k

Number of patterns

10
0

0.00E+00

N
um

be
r 

of
 m

em
or

y 
ac

ce
ss

es 6.00E+09

5.00E+09

4.00E+09

3.00E+09

2.00E+09

1.00E+09

7.00E+09

20
0

50
0 1k 2k 5k 10
k

20
k

50
k

10
0k

Wu-Manber
Modified-WM

RKBT
CRKBT

2-gram SOG
2-gram BG
2-gram SOG+
2-gram BG+
3-gram SOG
3-gram BG

CRKBT
Modified-WM
Aho-Corasick
2-gram BG+



IEEE Communications Surveys & Tutorials • 2nd Quarter 2006 11

algorithm is the fastest for LSP = 8 with a larger pattern set
size. In addition, we also profile the performance for LSP
between 1 and 7. The ranks of each algorithm in efficiency for
LSP between 4 and 7 are similar to that for LSP = 8, so the
benchmark results are not presented here. However, the ranks
for LSP between 1 and 3 differ. Figure 11 shows that the AC,
FNPw2, and Modified-WM algorithms are the fastest algo-
rithm for LSP = 1, 2, and 3, respectively. Figure 12 summa-
rizes the fastest algorithm for different pattern set sizes and
pattern lengths.

EXPERIMENTS ON REAL APPLICATIONS

IMPLEMENTATION IN THREE CONTENT SECURITY PACKAGES

Each network content security application has different pat-
tern lengths and pattern set size, as discussed earlier. The
shadow area in Fig. 13 indicates the range of pattern lengths
and pattern set size of each application, overlapping with the
profiling results in Fig. 12. The shaded arrows indicate an
application has some patterns longer than the lengths in the
range of the shadow area. This figure can suggest which algo-
rithm to be better implemented in each application. We revise
the original content security packages mentioned previously
by implementing the suggested algorithms accordingly and
observe the acceleration below.

ClamAV — The LSP of basic patterns in ClamAV is 10 and
the pattern set size of them is larger than 30,000 to date. We
replace the WM algorithm with the 2-gram BG + algorithm
to handle exact matching of basic patterns described earlier.
When the pattern set size is even larger in the future, the 
3-gram BG + algorithm should be used to enhance the effi-
ciency. In addition, the AC algorithm keeps matching regular
expressions of multi-part patterns mentioned earlier.

DansGuardian — According to our investigation, 25 content
keywords are scanned with the Horspool algorithm one by
one in the current implementation. If the forcequicksearch
option is enabled, every pattern in the pattern set will be
searched for with the Horspool algorithm. Enabling this
option will have the text scanned as many times as the num-
ber of patterns. We do not enable this option because multi-
ple passes through the content will actually slow down the
search. We group all the patterns together and implement the

n Figure 9. Comparison of the number of cache misses in each
algorithm.
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Modified-WM algorithm to handle short patterns with 
LSP = 2 and 3, and the 2-gram BG + algorithm to handle the
longer patterns.

Snort — Snort groups patterns into rule sets according to the
packet header. The LSP of every rule set is not the same. We
implement a hybrid method instead of enabling the default
method, the Modified-WM algorithm. The AC algorithm is
selected for LSP = 1; otherwise, the Modified-WM algorithm
still handles the pattern matching.

BENCHMARKING OF THE REVISED IMPLEMENTATION

The speed-up of each revised package is benchmarked in this
section. Besides, the performance for both the real and syn-
thetic sample data is also compared. Here the synthetic data
are generated from uniformly distributed random characters
in the character set. The comparison of both types of sample
data can exhibit whether the observation for the synthetic data
is also applied to real situations.

Benchmarking for ClamAV — We select 10 Windows execu-
tion files having the sizes between 32 KB and 16 MB as real
data in the benchmark. This benchmark also tests for synthet-

ic data of the same size. The execution time of both the origi-
nal ClamAV and its revised version is measured. Figure 14
exhibits the improvement of the revised implementation. As
the file size increases, the difference in scanning time between
both versions becomes obvious. For example, the revision is
five times faster than the original when the file size is 16 MB.
The acceleration comes primarily from that reduction of veri-
fication during the search. Figure 14 also compares the execu-
tion time for real and synthetic data in both versions. The
difference between both types of data is almost unnoticeable
because the character distribution in the patterns and files is
close to random in ClamAV.

Benchmarking for DansGuardian — We use wget
(http://www.gnu.org/software/wget/wget.html) to mirror an
RFC Web site at http://asg.web.cmu.edu/rfc/rfc-index.html
that contains more than 8,000 files, including HTML files and
ordinary text files. These files are scanned by DansGuardian’s
content filtering function. Figure 15 shows that the original
implementation takes 2128 seconds to mirror the entire site,
while the revised implementation needs 1708 seconds to fin-
ish. The acceleration is insignificant because DansGuardian
needs to find out all content keywords. The verification algo-
rithm has to look at every possible match that has the same
hash value. The filtering part in the entire searching process
becomes less significant, and so is its acceleration.

We also generate synthetic Web pages for comparison with
the real Web pages. The sizes and names of these files are the
same as all the RFC files except the content. First, we gener-
ate data from the character set of 256 characters and observe
the difference between real data and synthetic data. The exe-
cution for synthetic data is faster than that for real data,
because the character set distribution of synthetic data is close
to uniform distribution, but that of real data is biased toward
the English character set. Because the characters in real data
concentrate more on English characters, the character set is
effectively to be a small one. More possible matches occur
and more verification is required than those for a uniformly
distributed character set.

The character set of only 26 characters is also tested. The
probability of possible matches increases, and the processing
time of content inspection becomes three times longer than
that in the prior experiment with a character set of 256 char-
acters. However, the efficiency for the synthetic data from the
character set of 26 characters is still much faster than that for
the real data because keywords are more likely to appear in
real data than in randomly generated synthetic data so that
more possible matches occur and more verification is required.

n Figure 12. The fastest algorithm for different pattern set sizes
and pattern lengths. (C denotes |Σ|.)
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n Figure 14. The performance improvement for both random
and real data in the revised version of ClamAV.
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Benchmarking for Snort — HTTP traffic accounts for a
large quantity of the total traffic in the Internet, so we feed
HTTP traffic to Snort as we did in the previous section for
this benchmark. In addition, Snort is configured to run in the
inline mode in which the traffic will pass through Snort for
easy measurement of its throughput. Figure 16 presents the
benchmarking results of the throughput. First, we use a single
client to mirror the entire site. The acceleration of the revised
Snort inspection is insignificant. We then add up to five
clients, i.e., more traffic, and the acceleration of the revised
version becomes a little more obvious. However, the enhance-
ment is still insignificant as Snort only inspects the HTTP
header instead of the HTTP header plus HTTP body in most
cases [40]. Only a small portion of the traffic is inspected, so
the acceleration is not that obvious.

The comparison between real data and synthetic data is
not carried out here because the content inspection in Snort is
mostly restricted within the HTTP header. If we generate ran-
dom data instead of the real HTTP header, the transactions
between the HTTP client and the HTTP server are unable to
proceed, nor is the benchmark.

CONCLUSIONS

This research reviews and profiles some typical string match-
ing algorithms to observe their performance under various
conditions and gives an insight into choosing the most effi-
cient algorithm for designing network content security appli-
cations. The AC algorithm is suitable for LSP = 1. The
Modified-WM algorithm is suitable for LSP = 2 when the
pattern set size is smaller than 1,000, and the FNPw2 algo-
rithm is suitable for LSP = 2 when the pattern set size is larg-
er than 1,000. The Modified-WM algorithm is suitable for
LSP = 3, and the BG + algorithm is suitable for LSP ≥ 4.
These results are also justified by means of implementing
them in real applications. The new implementation is shown
to improve the performance. These results will also help to
select an efficient algorithm for future applications.

The CRKBT algorithm is proposed to accelerate the origi-
nal RKBT algorithm up to four times faster for a pattern set
of as large as 100,000 patterns. Moreover, the BG + and SOG +
algorithms that use CRKBT as the verification algorithm are
twice faster than the original algorithms.

This work also observes the difference between perfor-
mance for the real and synthetic data on practical applica-
tions. The performance of ClamAV is insensitive to the
synthetic data or the real data because the character set distri-

bution is close to uniform. However, the performance of
DansGuardian can be much different for the real data than
for the synthetic data because both the patterns and text in
DansGuardian are biased to the English vocabulary. Besides,
DansGuardian may spend a long time in verifying possible
matches because many content keywords have the same hash
value and thus more comparisons are needed.
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